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1 Introduction
In an era characterized by rapid technological progress, the intersection of elec-
tronics, communication, and space technologies shows significant potential for
altering perceptions of connectivity, data, and space communication. An increas-
ingly interconnected world necessitates effective, efficient, and far-reaching commu-
nication capabilities. This work explores the domains of Ultra-High Frequency
(UHF) Radio-Frequency Identification (RFID), Low-Power Wide-Area Networks
(LPWANs), and nanosatellite electronics, aiming to expand the horizon of commu-
nication and push its boundaries beyond Earth.

This thesis offers an exploration of my recent research years, providing both a
comprehensive overview and a detailed examination of each distinct area. While the
subjects vary greatly, they are bound by a common theme: the continuous pursuit
of innovation and refinement of current technologies for a more connected future in
the UHF band.

The structure of this thesis is carefully designed to stitch together research
contributions, offering a clear and comprehensive overview of my academic work.
Each section illuminates different technological areas, shaped by both collabora-
tive and individual efforts. Moreover, the included appendix details educational
contributions, scientific projects, and outreach activities. This is complemented
by abstracts of selected projects and papers that constitute the foundation of my
research journey.

1.1 The Significance of the UHF Band

The Ultra-High Frequency (UHF) band, spanning frequencies between 300 MHz and
3 GHz, serves as a critical link that connects the distinct realms of RFID, LPWANs,
and nanosatellites. Its significance is deeply rooted in its unique physical properties
and its historic and evolving applications in the field of communication.

The UHF band gained prominence with its use in television broadcasting,
establishing it as a fundamental component of mass communication. Its ability
to penetrate through obstacles, such as buildings and foliage, made it a preferred
choice for various applications, particularly in urban and densely populated settings.
As technological paradigms evolved, the UHF band adopted new roles, extending
from mobile communication to the realms of IoT.
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The significance of the UHF, notably the 433 MHz and 868 MHz subbands,
becomes more apparent through this work. Its favorable propagation characteristics
make it suitable for RFID systems that require dependable communication in the
presence of potential interferences. For LPWANs, specifically LoRaWAN, the UHF
band supports long-range transmissions with low power consumption. Similarly, in
the vastness of space, nanosatellites utilize this band to ensure robust communication
with ground stations.

1.2 Scope of the Thesis

The thesis presents a comprehensive exploration of RFID, LPWANs, and nanosatel-
lite communications within the UHF band. Chapter 2 elucidates the evolution and
principles of UHF RFID. Chapter 3 expands the scope to encompass LPWANs,
providing an in-depth view of technologies such as LoRaWAN and the prevailing
challenges. Chapter 4 investigates the intersection of nanosatellites and UHF
communication in space. The concluding Chapter 5 integrates the insights, drawing
overarching conclusions.

In addition, each chapter is supplemented by information on related projects,
applied results, and publications, which are extensively documented in the appen-
dices and bibliography. These references are intended to place my work in the
context of the research and findings presented in the thesis.

Supplementary content is provided in the appendices. Appendices A and B
provide an account of my academic journey, encompassing teaching, efforts aimed
at popularization, and research projects. Appendix C emphasizes the applied results,
presenting the tangible outputs of my research.

In Appendix D, careful consideration was applied in the selection of papers. The
first two are conference journals on UHF RFID ranging, distinguished by their high
citation count in the Scopus database. The following papers are journal articles
indexed in the esteemed Web of Science in the SCIE collection. Joint work with
TU Delft explores nanosatellite bus architectures. A specific study focuses on the
unique attributes of the UHF channel sounder. Two articles examine LoRaWAN,
with the second featuring lead authorship in a Q2 ranked journal. The final article,
a Q1 ranked piece, encapsulates international collaborative efforts on a scientific
nanosatellite and the capability to participate in such a substantial project.
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2 Concepts and Evolution in UHF RFID

2.1 History and Evolution of RFID

The history and evolution of Radio-Frequency Identification (RFID) technology
encompasses decades of scientific research, commercial applications, and ongoing
advancements. Its roots lie in radar identification systems used during World
War II, with early developments in RFID aimed at differentiating friendly aircraft
from enemy ones [1]. Commercial RFID applications began to appear in the
late 1970s and 1980s, predominantly using Low-Frequency (LF, 125–134 kHz)
and High-Frequency (HF, 13.56 MHz) bands with inductive coupling for diverse
applications (Fig. 2.1), including animal tracking and access control.

Fig. 2.1: Overview of RFID communication bands with coupling type [1].

A significant turning point for RFID occurred with the introduction and wide-
spread adoption of Ultra-High Frequency (UHF, 860–960 MHz) band technology,
which employs radiative coupling. This shift, especially after the international
acceptance of the EPC Gen2 standard, allowed passive RFID to extend the read
range up to 12 meters under optimal conditions and increase data transfer rates.
These enhancements facilitated bulk reading capabilities, leading to transformative
changes in industries such as retail, logistics, and supply chain management.
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2.2 Principles of UHF RFID
Related papers: [2]

The operation of RFID technology is primarily based on the backscattering prin-
ciple [1]. In this process, an active device, often referred to as an interrogator or
reader, initiates communication by transmitting a modulated RF signal toward an
RFID tag. The tag receives this signal with its antenna. In the case of passive tags,
this energy also powers their internal circuits. The tag modulates the impedance
of its antenna in response, creating a “scatter” in the RF field. The interrogator
detects this modulated backscatter and decodes it to retrieve the information or
identification code carried by the tag.

The interrogator is a complex device often designed with multiple antennas to
handle a variety of propagation issues, especially in the UHF band. It generates the
radio frequency field that powers passive and semi-passive tags, enabling them to
return data. The RFID tag consists of an antenna and an integrated circuit (IC).
The antenna captures the RF energy from the interrogator, while the IC stores
identification data and manages the logic required for communication.

RFID tags are primarily categorized into passive, semi-passive, and active types.
Passive tags, without an internal power source, derive all their operational energy
from the RF field emitted by the reader. These tags are cost-effective with an
essentially unlimited operational life, but they offer limited read ranges—usually
only a few meters in the UHF band. Semi-passive tags include a battery to power
the internal electronics, but still use backscattering for communication with the
interrogator. These tags have extended read ranges compared to passive tags and
are often used in environments that require sensors or data loggers. Active tags,
equipped with an internal battery, can initiate communication with the reader, as
we examined in [2]. They have the longest read range, often exceeding 100 meters,
but are more expensive and have a limited operational life due to their reliance on
battery power.

2.2.1 Signal Propagation in UHF
Related projects: B.2, B.5, results: C.1, C.2, papers: [3, 4, 5, 6, 7]

The initiation of the backscatter radio link (Fig. 2.2) occurs when an interrogator
emits a continuous wave (CW) signal to an RFID tag. The antenna of the tag
captures this energy, utilizing it to power its integrated circuit. For information
transmission back to the interrogator, the impedance of the tag’s antenna is
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Fig. 2.2: Signal propagation in a degenerated RFID channel [1]. The red numbers
correspond to distance in the path loss formula, i.e. a backscatter channel with a
distance of 20 m has a similar attenuation as a 4 km feedback channel.

altered, modifying the antenna’s reflection coefficient [8]. In effect, the impedance
discrepancy introduced by the tag results in the reflection of a portion of the incident
CW signal back to the interrogator, carrying the tag’s information along with it [3,9].

Although the backscattering principle appears straightforward, its practical
application presents substantial difficulties, including the challenge of capturing the
weak backscattered signal at the interrogator, which we addressed in [4, 5]. The
interrogator must perpetually emit a high-power CW signal for tag activation and
communication, while concurrently detecting a notably weaker backscattered signal
close to its transmitted frequency [6]. This situation creates a significant sensitivity
issue for the interrogator’s receiver section, necessitating a well-devised isolation
mechanism between the transmitted and received signals. Circulators, filters, and
bistatic antennas are typically employed to address this issue, but attaining high
isolation remains a formidable engineering task with significant influence on system
performance, as we described in [7].

2.2.2 EPC Gen2 Protocol

The Electronic Product Code Class-1 Generation-2 UHF RFID Protocol, or EPC
Gen2 for short, operates in the 860–960 MHz range and is a cornerstone in UHF
RFID systems [10]. GS1 EPCglobal ratified this globally accepted standard, which
lays the foundation for the physical and logical aspects of a passive backscatter
RFID system and enables communication between RFID tags and interrogators.
A defining feature of this protocol is the air interface specification, describing
the essential modulation and demodulation processes for RF communication. The
protocol supports various modulation schemes, including Double-Sideband Ampli-
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tude Shift Keying (DSB-ASK), Single-Sideband Amplitude Shift Keying (SSB-
ASK), and Phase-Reversal Amplitude Shift Keying (PR-ASK). EPC Gen2 also
provides different data rates for the forward and reverse links, adding flexibility
in system design.

The EPC Gen2 standard incorporates framing and encoding rules, which deter-
mine the structure of data frames or communication blocks. The protocol prescribes
the frame structure for commands, responses, and data, and allows the use of
encoding schemes like FM0 and Miller encoding. These encoding methods optimize
the read rate and range of RFID tags. The standard includes an efficient anti-
collision mechanism, ensuring accurate identification of multiple tags in the reader’s
field. A “Query” command initiates the inventory round with a probabilistic slot-
counter approach (Fig. 2.3). Each tag selects a random time slot to respond (an
approach known as Slotted ALOHA [1]), minimizing collision likelihood and enabling
efficient bulk reading.

Fig. 2.3: Structure of the EPC Gen2 “Query” command [1].

The EPC Gen2 standard also addresses memory organization. Tags include
multiple memory banks: Reserved, EPC, TID, and User. The Reserved memory
holds critical access and deactivation passwords, while the EPC memory stores the
identification code. The TID generally contains the tag’s make and model, and
the User memory may hold additional data. Password protection for these memory
banks is possible, enhancing data security.

2.3 Software-Defined UHF RFID Radio
Related results: C.8, papers: [11,12]

Software-Defined Radio (SDR) has emerged as a versatile tool in the realm of
UHF RFID, enabling an array of customizations and innovations. Fundamentally,
SDR facilitates the implementation of radio functions primarily in software, rather
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than hardware, providing increased flexibility. In an SDR-based UHF RFID
structure (Fig. 2.4), the components reliant on hardware are reduced, with a majority
of the processing executed in the digital domain [11,13].

A monostatic arrangement is typically used in such systems, whereby the same
antenna fulfills both transmitting and receiving functions. Signal splitters are
utilized to distinguish the transmitted and received signals, facilitating concurrent
operation. On the receiving (RX) path, the initial stage commonly includes a
Low Noise Amplifier (LNA) which amplifies the weak incoming signals. This is
succeeded by a filter purposed to eliminate out-of-band interference, after which
an I/Q demodulator separates the signal into its in-phase (I) and quadrature
(Q) components. Analog-to-Digital Converters (ADC) subsequently digitize these
components for additional digital processing, where software algorithms execute
tasks such as demodulation, decoding, and error correction.

On the transmission (TX) path, the originating signal is produced in the digital
domain. A Digital-to-Analog Converter (DAC) transforms this digital signal into an
analog form. Following this, an I/Q modulator merges the in-phase and quadrature
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components, succeeded by a filter that shapes the signal to adhere to spectral
requirements. Finally, a Power Amplifier (PA) enhances the signal prior to its
transmission through the antenna.

Certain components are common to both RX and TX paths, influencing
the overall system performance. A Temperature-Compensated Crystal Oscillator
(TCXO) is often utilized as a stable clock source, and frequency synthesis techniques
are employed to generate the various frequencies required for the system’s operation.

Active carrier cancellation (Fig. 2.5) plays a crucial role in SDR-based RFID
systems, particularly in a monostatic configuration [13]. As the same antenna is
utilized for both transmission and reception, the received signal could be dominated
by the powerful transmitted signal. Active carrier cancellation techniques are
adopted to mitigate the effects of the transmitted carrier in the received signal,
facilitating more precise and sensitive tag reading, as we described in [12].
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2.4 Ranging and Localization
Related projects: B.3, results: C.3, C.6, papers: [12,14,15,16]

Ranging and localization are crucial in extending the capabilities of UHF RFID
systems beyond mere identification [17]. The spatial position of a tag, when
understood, bolsters the system’s capabilities, becoming valuable for applications
like asset tracking, navigation, and inventory management. A variety of techniques
have been developed to meet these goals, generally falling into categories based on
their underlying principles: ranging, angle, radio map matching, and proximity [18].

Triangulation, trilateration, and multilateration serve as fundamental principles
typically invoked in localization (Fig. 2.6). Triangulation estimates the tag’s location
using the angles between the lines of sight from multiple known points. Conversely,
trilateration uses the distances between known points and the tag to determine
its location. While triangulation relies on angles, trilateration uses only distance
measurements. Multilateration, an extension of trilateration, utilizes distance
measurements from more than three points, thus improving accuracy.

p2 (x2, y2) p3 (x3, y3)

p1 (0, 0)

r2 r3

r1

(xm, ym)

p2 (x2, y2)

p1 (x1, y1)

(x, y)

D

α

β

Fig. 2.6: Trilateration and triangulation positioning [12].

In the realm of ranging, various methods are used to estimate the distance
between a tag and an interrogator. Among the simplest is the Received Signal
Strength (RSS)-based method, where the distance is calculated based on the received
signal power. However, RSS-based methods often face challenges due to multipath
signal propagation, environmental noise, and interference. Time of Arrival (ToA)
and Time Difference of Arrival (TDoA) methods calculate distance based on the
time the signal takes to travel between the tag and the interrogator. While these
methods generally offer more accuracy than RSS-based approaches, they are more
complex to implement. Phase of Arrival (PoA) and Phase Difference of Arrival
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(PDoA) methods, which use the phase of the received signal to estimate distance,
can provide a potentially higher degree of accuracy under certain conditions [19]. We
have significantly contributed to the research area of PDoA ranging in [12,14,15,16].

Angle-based methods typically employ the Direction of Arrival (DoA) principle,
where the angle of the incoming signal relative to a reference is used to pinpoint the
tag’s location. Usually, multiple antennas or an antenna array are required for this
technique, and it is often paired with ranging methods to improve accuracy.

Radio map matching techniques, often referred to as fingerprinting, utilize pre-
collected data to construct a “map” of signal characteristics within an environ-
ment [20]. Real-time signal readings are subsequently matched with this map to
localize the tag. Although this method can withstand environmental changes, it
necessitates a comprehensive initial survey. Proximity methods, being the simplest,
merely indicate when a tag is in close proximity to an interrogator. While not
suitable for precise localization, they are effective for applications like doorway
monitoring or basic asset tracking. These methods were also used in our project
described in Appendix B.3, resulting in demonstrators presented in Appendix C.3
and Appendix C.6.

2.5 Future Directions
Related results: C.8, papers: [11,12]

The evolution of UHF RFID technology in recent decades has facilitated transfor-
mative applications, particularly in logistics, retail, and supply chain management.
Nevertheless, ongoing research seeks to broaden the capabilities and performance
of these systems. This includes advancements in tag and reader hardware [12, 13],
refinement of air interface techniques, and the application of software-defined radio
principles [11].

A significant hardware challenge lies in enhancing the read range and reliability
of passive UHF RFID tags, which currently achieve around 10 meters at their peak.
Innovative antenna topologies, ICs with greater sensitivity, and techniques such
as beamforming present potential improvements [18]. Moreover, the creation of
hybrid active-passive tags may provide enhanced performance. On the reader side,
mitigation of interference, isolation mechanisms, and cancellation of interference are
critical areas that require further development.

18



In relation to the air interface, the optimization of modulation, encoding, and
anti-collision protocols for specific applications remains a vibrant area of research.
Real-time adaptation of parameters such as TX power, data rate, and Q-factor
tuning contributes to reliable tag detection in dynamic environments. Further
standardization and regional harmonization of UHF RFID bands also favor adoption.

SDRs open up various opportunities, including sophisticated interference emula-
tion, over-the-air testing, and prototyping of non-standard scenarios, which we
demonstrated with a device presented in Appendix C.8. Such SDR also enables
functions such as coarse localization and sensing by facilitating channel characteri-
zation, determination of the angle-of-arrival, and phase-based ranging [22].

The rapid progression of UHF RFID is tied to the utilization of innovative
hardware, the enhancement of communication strategies, and the application of
software-defined radio principles. However, confronting challenges in tag sensitivity,
interference, localization, and real-time adaptation requires concentrated research
efforts.
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3 Exploring LPWANs in the UHF Band

3.1 Introduction to LPWANs

Low-Power Wide-Area Networks (LPWANs) represent a significant transformation
in wireless communications, especially for Internet of Things (IoT) applications
(Fig. 3.1). IoT ecosystems increasingly necessitate interconnected devices to oversee,
control, and automate a broad spectrum of functions, from industrial machinery and
agricultural systems to home automation and healthcare apparatus. These devices
often require long-term operation on minimal power while demanding extensive
geographic coverage [23].

Fig. 3.1: LPWAN compared with the other existing technologies [24].

LPWANs operate at sub-GHz frequencies, taking advantage of better signal
propagation characteristics compared to higher-frequency bands. These networks
are designed to simultaneously optimize power consumption and spectral efficiency,
employing techniques such as spread spectrum modulation and adaptive data rate
selection to ensure robustness against interference and facilitate multiple devices’
coexistence within the same network [25]. Technologies like LoRaWAN, Sigfox, and
NB-IoT present a powerful combination of long-range communication up to tens of
kilometers, low-power operation, and the ability to accommodate a large number of
nodes. These attributes identify LPWANs as a key technology for IoT applications
that demand long battery life, extended reach, and scalability.
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3.2 LoRaWAN and Other LPWAN Technologies
Related projects: B.3, results: C.7, papers: [2, 26]

LoRaWAN (Long Range Wide Area Network) is a specific protocol and architecture
for LPWANs, built upon the LoRa (Long Range) modulation (Fig. 3.2). Its
flexibility is notable, providing various classes of service to accommodate the diverse
needs of IoT applications [25]. Unlike other LPWAN technologies, such as Sigfox and
Narrowband IoT (NB-IoT), LoRaWAN functions in unlicensed frequency bands and
is often commended for its low power consumption, relatively high data rate, and
open architecture that fosters a more expansive ecosystem. Although Sigfox is also
power-efficient, it typically allows fewer transmitted bytes and is considered more
appropriate for applications that transmit very small and infrequent data bursts.
Conversely, NB-IoT operates in licensed bands and is often incorporated into existing
cellular networks, making it more suitable for applications necessitating higher
quality of service guarantees at the potential cost of increased power consumption.
Thus, the selection among these technologies hinges on a project’s specific needs,
such as data rate, range, battery life, and scalability, but LoRaWAN frequently
excels due to the balance it strikes among these attributes and its broad applicability
in a variety of IoT applications [27].

Fig. 3.2: Physical and Communication layers of a LoRaWAN Network [28].

LoRaWAN is a media access control (MAC) layer protocol designed for large-
scale public networks. It depends on the LoRa physical layer and includes features
such as adjustable data rates, two-way communication, and multiple device classes,
making it adaptable for a range of applications, as de demonstrated in [26]. With a
typical RF power constraint of 25 mW, LoRaWAN supports a communication range
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of up to 5 km in urban settings. These diverse capabilities have led to its widespread
adoption across various sectors, placing it as a key component in the evolving IoT
landscape.

The physical layer of LoRa employs a unique modulation scheme known as Chirp
Spread Spectrum (CSS). This method improves long-distance communication and
resilience to narrow-band disruptions by disseminating the information signal across
a wider bandwidth [29]. LoRa modulation is characterized by its spreading factors
(SF). The spreading factor represents the degree of spreading code applied to the
original data signal. Basic LoRa includes six such factors, from SF7 to SF12, with a
larger factor indicating a signal’s enhanced ability to travel further without errors.

LoRaWAN classifies devices into three distinct classes—–A, B, and C–—to
accommodate different application needs and power constraints [30]. Class-A
devices, being the most energy-efficient, are optimal for use cases requiring sporadic
communication, featuring short receiving windows after each transmission. Class-B
devices strike a balance between downlink latency and power usage by synchronizing
with network beacons and using timed receive slots. Class-C devices prioritize
downlink latency minimization at the cost of energy efficiency, keeping receive
windows open for near-instantaneous communication. Furthermore, end devices
utilize a random access transmission approach known as ALOHA, allowing them to
communicate without the need to be paired with a specific gateway.

The LoRaWAN Class-A communication was engaged in our project described
in Appendix B.3, resulting in a communication system prototype presented in
Appendix C.7 and [2].

3.3 Traffic Monitoring
Related papers: [31,32]

The importance of real-world, quantitative data for understanding network envi-
ronments and deployments is recognized in the IoT research community [33,34,35].
In line with this understanding, we collected and analysed an extensive dataset of
LoRaWAN traffic from four European locations, employing a custom-built hardware
sniffer [31]. The design of this sniffer is publicly accessible online. Distinguishing
our open dataset [32] is the inclusion of uplink, downlink, and Class-B traffic,
which expands the scope of what previous datasets offer. Wireshark’s LoRaWAN
decoding capabilities were also enhanced to facilitate analysis. The sniffer, operating
autonomously when connected to a power source, captures all LoRaWAN traffic in
accordance with the EU868 frequency plan, including the RX2 channel. It is capable
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of both uplink and downlink reception, which exhibit differing chirp signal polarities
at the physical LoRa layer, and can receive Class-B beacons transmitted on the RX2
channel.

3.3.1 EU868 Channel Plan

LoRaWAN operates in the unlicensed radio band, comparable to Wi-Fi, thus
allowing usage without the requirement of licensing fees. However, its radio
frequencies necessitate region-specific regulations, resulting in slightly varied imple-
mentations across different parts of the world. To address these variations, the LoRa
Alliance has developed a Regional Parameters document [36]. These parameters
provide a common basis for channel plans, data rates, and other settings, but also
accommodate country-specific variations and additional customization by network
server operators.

The focus here is on the EU863–870 band (commonly referred to as EU868),
which is regulated by the ETSI standard, and is widely used in European countries
and even some outside Europe [37]. This UHF band includes three default channels
for end devices to send join messages, with frequencies of 868.1 MHz, 868.3 MHz, and
868.5 MHz. The specification allows for a total of up to 16 channels. Although the
default ones cannot be modified in devices compliant with LoRaWAN version 1.0.x,
changes can be implemented in newer versions. Additional channels and specific
frequencies for downlink are also in use, especially by networks such as The Things
Network. A typical channel plan is shown in Fig. 3.3.
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Fig. 3.3: LoRaWAN EU868 channels [31].
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3.3.2 Encryption and Security
Related papers: [31,38]

LoRaWAN packets are typically partially encrypted, with decryption keys unavail-
able to devices that might intercept the communication, as we explained in [38].
However, certain attributes of LoRaWAN transmissions remain analyzable without
these keys [30]. Unencrypted fields in a LoRaWAN packet include:

• Message Header (MHDR): Contains information on the message type
(MType) and the version of LoRaWAN in use.

• Device Address (DevAddr): A unique 32-bit identifier that differentiates
an end device within a specific network.

• Frame Control (FCtrl): Provides details such as the Adaptive Data Rate
(ADR), Frame Options length, and extra control flags.

• Frame Counter (FCnt): A 16-bit counter that grows with each uplink
frame, providing protection against replay attacks.

• Frame Options (FOpts): Contains optional MAC-level commands.
• Frame Port (FPort): Designates the port number for application-specific

or MAC layer interactions.

Both the application payload (FRMPayload) and the Message Integrity Code
(MIC) are encrypted in uplink and downlink packets, requiring the corresponding
keys for decryption and verification.

LoRaWAN includes two activation methods: OTAA (Over-the-Air Activation)
and ABP (Activation By Personalization). OTAA involves an end device sending an
encrypted Join Request with a pre-set AppKey. The network server validates this
request, generates session keys (NwkSKey for MIC and AppSKey for payload), and
returns a Join Accept message, which includes the allocated DevAddr. Tools like
Wireshark can decrypt these packets for detailed analysis if provided with the right
keys. Conversely, ABP circumvents the need for a join procedure by pre-loading the
end device with session keys and a DevAddr, potentially increasing security risks if
the same keys are used for prolonged periods.

Maintaining the confidentiality of encryption keys is crucial, as our study [31] has
demonstrated that exposed keys are exploited in active LoRaWAN networks. For
instance, Semtech’s default key (2B7E151628AED2A6ABF7158809CF4F3C) [35] was
found in use by RisingHF devices in the Brno region as the AppKey for OTAA
activation. A significant number of packets from ABP-activated devices also used
this key for both NwkSKey and AppSKey. The Milesight default key (5572404C69-
6E6B4C6F52613230313823) [39] was found in OTAA-activated devices in various
locations, including Vienna, Brno, and Liege, primarily on The Things Network
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(TTN). If an unauthorized party captures the complete Join Request and Join Accept
pair, they could compute both the NwkSKey and AppSKey, fully decrypting the
communication stream for the affected device. Such key exposure carries substantial
security implications, threatening data integrity and confidentiality.

3.4 Research Challenges
Related projects: B.1, papers: [2, 31,38]

Despite its increasing popularity and adoption, LoRaWAN encounters several chal-
lenges. These challenges have guided various research trends:

• Scalability and Capacity: As the number of IoT devices in use rises, it
becomes crucial to ensure that LoRaWAN can manage this increase without
a decline in performance. Hence, research dedicated to optimizing network
capacity holds significant importance [27,38].

• Security: In light of escalating threats in the digital sphere, securing
LoRaWAN networks is a pressing concern. Strategies to mitigate potential
vulnerabilities, ranging from device authentication to advanced cyber-attacks,
represent a primary research focus [31,40].

• Energy Efficiency: For IoT devices dependent on battery power, energy
consumption is a vital consideration. Thus, further investigation into energy
use reduction, from optimizing transmission power to refining sleep cycles, is
necessary [2, 27].

• Quality of Service (QoS): Maintaining consistent and reliable data trans-
mission in diverse environments, particularly urban areas with numerous
obstructions, presents a challenge. Research aimed at enhancing QoS, through
approaches like adaptive data rate algorithms, is of paramount importance [41].

• Class-B in LoRaWAN: Class-B devices in LoRaWAN provide a balance
between Class-A’s low power and Class-C’s continuous connectivity. They
enable scheduled receive windows, thus offering greater responsiveness than
Class-A devices without the high power consumption of Class-C. Active
research is underway to optimize the performance and application scenarios
for Class-B devices [31].

• IoT MESH Networks: MESH networks, characterized by non-hierarchical
device connections and data relay capabilities, offer redundancy and improved
coverage. The integration of LoRaWAN with MESH networking principles has
the potential to bolster network robustness, especially in challenging terrains
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or dense urban environments [42]. Research in this area, presented also in
the project described in Appendix B.1, centers on routing algorithms, energy
efficiency, and scalability.

These domains encapsulate the primary challenges and research directions that
will influence the future of LoRaWAN and its function within the IoT framework.
As industries and cities become more interlinked, the advancements in LoRaWAN
will have a significant impact in fostering innovation and ensuring dependable
connectivity in an increasingly digital world.
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4 Communication with Nanosatellites
4.1 Introduction to Nanosatellites

Related papers: [43,44,45]

The complexity and high expense of traditional satellites have been longstanding
challenges. With the emergence of nanosatellites, also known as Cubesats or Pock-
etQubes, satellite development has become more affordable and accessible, initially
for university students and now increasingly for commercial applications [46].

A typical Cubesat consists of modular units, each of a standard size of 10×10×
10 cm and a maximum weight of 1.33 kg. These units can be combined in multiples
such as 1.5U, 2U, 3U, and so forth, to create a larger satellite structure, as illustrated
in Fig. 4.1. While this design approach offers flexibility, it also imposes constraints
of size and weight [47].

Fig. 4.1: Various sizes of Cubesat chassis.

The deployment of Cubesats involves a unit called the Poly-picosatellite Orbital
Deployer (P-POD), which is integrated into the launch vehicle. The standardization
brought about by this deployment method has significantly reduced launch costs by
establishing fixed dimensions and features [48].
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PocketQube is another, smaller format with dimensions of 5×5×5 cm and a
weight limit of 0.25 kg. Like Cubesats, PocketQubes can be modular, with typical
configurations such as 2P (5×5×10 cm, weight up to 0.5 kg). The miniaturization
of electronics has been managed successfully; however, energy management presents
a significant challenge. Despite this, PocketQubes are generally less expensive to
launch than Cubesats [49].

Nanosatellites are typically deployed in Low Earth Orbit (LEO), which extends
up to 2000 km from Earth. In practical terms, they usually operate within a height
range of 200–800 km [50]. This orbit provides an orbital period of approximately
90 minutes and is the location of most artificial objects in space, including the
International Space Station (ISS). The two main orbits for nanosatellites are the
one based on the ISS and the heliosynchronous orbit.

Nanosatellites have found a broad range of applications, which can be grouped
into three main categories. Firstly, they support scientific research by enabling
remote observations of celestial bodies such as the Sun, Moon, and Earth. Main-
taining position stabilization is a known challenge for these cost-effective units during
precise observation missions. They also perform localized tests, such as temperature
and electromagnetic field measurements, where directional accuracy is less crucial.
Our recent research includes the detection of gamma-ray bursts [43, 44]. Secondly,
nanosatellites have proven valuable for engineering tests, particularly hardware
evaluation, as we presented in [45]. Commercial off-the-shelf (COTS) components
are often used, especially in LEO applications, and have presented few problems.
These satellites also enable experiments in fields such as propulsion, stabilization,
and satellite networking. Lastly, nanosatellites have been used in artistic projects,
merging technical data collection with artistic expression. For example, recorded
radiation levels could be converted into sound or visual art, and some initiatives
even involve sending unique art pieces into space.

4.2 Nanosatellite Electronics

Nanosatellite systems have emerged as a crucial component in space exploration
and commercial applications. Central to their design and operation is the field
of electronics, facilitating a range of functionalities from payload data collection
to communication. This chapter delves into the distinct electronic subsystems of
a typical nanosatellite, with a particular emphasis on areas such as the onboard
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computer (OBC), communication system (COM), electrical power system (EPS),
attitude determination and control system (ADCS), and antenna release mecha-
nisms [46].

4.2.1 Onboard Computing Systems

At the core of the nanosatellite lies the onboard computer (OBC). The OBC is
instrumental in managing various operations of the satellite, including telemetry
management and payload data collection [46]. The architecture of the OBC
includes a main microcontroller, memory components, and communication inter-
faces. Technologies utilized range from Raspberry Pi or Arduino-based COTS
systems to bare-metal C code operating on processors including Microchip AVR, TI
MSP430, and ARM Cortex-M. Linux systems on hardware-optimized boards with
enhanced reliability are also deployed for missions necessitating complex payload
data processing.

OBC architectures can follow either a centralized or decentralized model. The
centralized model, where all subsystems interact through the OBC, carries the risk of
being a single point of failure, potentially threatening the entire mission if the OBC
fails. Contrarily, decentralized architectures permit subsystems to communicate
independently, increasing resilience despite the increased complexity of the setup.

Regarding robustness, components hardened against radiation (Fig. 4.2) are
designed to resist radiation but are costly and generally not required for Cubesats.
Redundancy serves as another strategy for enhancing reliability. An example of this
is the use of dual OBCs, permitting automatic transition to a backup in the event
of a malfunction.

Fig. 4.2: Comparison of COTS and rad-hard component [51].
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4.2.2 Communication Systems

Communication forms a critical component of any satellite mission. Nanosatellites
frequently operate within VHF and UHF amateur radio bands, although for larger
data transmission, L-band and S-band are employed [46]. While a significant number
of nanosatellites are classified as amateur to access these frequencies, the increased
commercial use of Cubesats is leading to regulatory challenges.

The transmission protocol typically employs direct frequency modulation at the
physical layer or audio signal frequency modulation at standard speeds. Recent
studies have investigated the use of LoRa modulation, which enables reception even
below noise limits, albeit at slower transmission speeds [52]. Additionally, full-duplex
linear transponders are sometimes used to enable ground station communication via
the satellite.

Antennas used for communication often utilize shape-memory materials like
nitinol or tape measures (Fig. 4.3). Deployment is usually achieved by melting a
nylon wrap using a heating element. Redundant mechanisms are frequently imple-
mented to mitigate potential failures. The design of communication transmissions
must consider signal fading due to the satellite’s rotation. As antennas typically
function as dipoles, they possess a radiation minimum in one axis, resulting in
periodic signal dropouts.

Fig. 4.3: Antennas from a tape measure on the HADES satellite.
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4.2.3 Electrical Power Systems

The Electrical Power System (EPS) incorporates solar panels (Fig. 4.4) and
batteries. GaAs-based triple-junction solar panels, achieving efficiencies close to
30%, remain commonplace despite their steep pricing [46]. The use of lithium-ion
batteries is on the rise, although they necessitate complex management systems.
More resilient battery technologies like NiCd and NiMH maintain their usage, given
their space heritage and resilience to mishandling.

Fig. 4.4: Part of a solar panel on PSAT-2.

The EPS also comprises multiple power lines, typically 3.3V and 5V for digital
electronics, and Vbat for amplifier output stages. Integrated monitoring and protec-
tions contribute to the system’s resilience.

4.2.4 Attitude Determination and Control Systems

The Attitude Determination and Control Systems (ADCS) is critical for preserving
the satellite’s spatial orientation. The advent of MEMS technology has encouraged
the use of magnetometers for this task. Stabilization might be passive, utilizing
a permanent magnet, or active, using reaction wheels or magnetorquers. While
complex systems leverage torque rods for adjustments, basic designs frequently
depend solely on passive stabilization [46].
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4.3 Internal Satellite Connections
Related papers: [53]

Compact nanosatellites, such as Cubesats and PocketQubes, depend on complex
internal communication systems for efficient operation. These systems enable
different subsystems within the satellite to interact, exchange data, and carry out
commands [54]. Four dominant communication interfaces used in these satellites
include RS-485, I2C, UART, and CAN.

• RS-485: A serial communication standard employing differential signaling,
it provides robustness against electrical noise. It’s utilized for its capacity
to facilitate reliable long-range communication. RS-485 is useful for UART
communication, offering an industrial-grade yet energy-consuming physical
layer. Its differential characteristic ensures effective elimination of common-
mode noise, crucial in harsh space environment.

• I2C (Inter-Integrated Circuit): A synchronous bus system, I2C employs
a clock and data line for communication. Despite its widespread use in
satellite systems, it faces inherent problems. One significant issue with I2C
is the possibility of bus lock-ups. These can occur when the master module
resets during clock signal generation, causing slave modules to be stuck in a
transaction [53]. The I2C standard does not have an inbuilt timeout, which
can complicate matters. However, a variant, differential I2C (dI2C), provides
a stronger physical layer, although it necessitates more wires and specialized
driver circuits.

• UART (Universal Asynchronous Receiver Transmitter): UART is an
essential component in numerous microcontrollers and is utilized for asyn-
chronous serial communication. As a point-to-point communication system
that doesn’t require a clock signal, it’s simpler than I2C. In satellite appli-
cations, UART is frequently used for direct connections, particularly when
interfaced with RS-485 for extended-distance communication.

• CAN (Controller Area Network): Although CAN has an efficient physical
layer, the higher protocol layers are more intricate due to its automotive
sector targeting [53]. However, with appropriate libraries, CAN-based commu-
nication becomes a robust and refined solution. CAN is notably resilient
to errors and offers fault confinement features, beneficial under the strict
conditions of space. The CAN protocol enables multi-master operation and
prioritizes messages, making it an excellent choice for systems requiring real-
time capabilities.
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The communication interface selection often hinges on the specific needs of the
satellite mission. For example, the long-distance capability of RS-485 might be
chosen for satellites where subsystems need to be placed at large distances, whereas
the synchronous nature of I2C might be favored for compact systems where timing
is essential.

Moreover, the integration of these communication systems comes with its own
set of challenges. Ensuring compatibility between subsystems, particularly when
sourced from different manufacturers, is vital. The PC-104 standard, popular in
Cubesats, is based on a 104-pin connector system. Although it offers a sturdy
connection, it isn’t universally standardized across all satellites, leading to potential
compatibility issues.

In [53], we stressed the need for a streamlined standard that fulfills future
requirements. RS-485, for example, is often chosen for its good balance between
power consumption and effective data throughput, outperforming other interfaces
such as I2C and CAN under specific conditions (Fig. 4.5).

Fig. 4.5: Derivation tree for nanosatellite bus selection [53].

In conclusion, while RS-485, I2C, UART, and CAN each play a crucial role in
satellite communication, the selection and implementation of each are contingent
on the specific needs and limitations of the satellite mission. Guaranteeing robust,
reliable communication while minimizing potential issues like bus lock-ups or incom-
patibilities is a key determinant of any successful satellite mission.

4.4 UHF Communication in Space
Related papers: [44]

The indispensability of radio communication in space missions cannot be overstated
as it serves as the primary conduit for data transmission and command relay between
satellites and terrestrial control centers. For nanosatellites, operating within the
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specific constraints of size and power, the selection of communication frequency is of
critical importance. VHF (Very High Frequency) and UHF (Ultra High Frequency)
have emerged as the frequencies of choice for these applications.

Space transmission primarily adopts a digital approach, where direct frequency
modulation is employed at the physical layer [47]. Two modulations are notably
prevalent among the standard speeds widespread in the amateur radio community:

• AFSK (Audio Frequency Shift Keying): Typically used for 1200 Bd
transmissions, AFSK modulates digital data into audio tones. Its popularity
is due to its straightforward implementation and effectiveness, especially in
environments with minimal noise interference.

• FSK (Frequency Shift Keying) with G3RUH standard: For higher
speeds, specifically 9600 Bd, the G3RUH FSK modulation is utilized [55].
Named after its developer, this modulation provides a more robust solution
for data transmission in space, ensuring clearer signals, even under challenging
conditions.

At the L2 link layer, the AX.25 protocol is commonly used. This protocol enables
a direct link between two points. A Terminal Node Controller (TNC) implements
the protocol, serving as a bridge between the audio output of the transceiver and
the data input of a computer. The TNC and the computer typically communicate
using the KISS protocol.

Recently, research has explored LoRa modulation, a chirp-based modulation,
which is a form of frequency keying. LoRa’s unique capability allows for reception
below the noise limit, resulting in high efficiency [52]. However, this efficiency
sacrifices transmission speed, leading to prolonged transmission times.

Over the past decade, the Cubesat Space Protocol (CSP) has been adopted for
use also in smaller Cubesats like GRBAlpha, as presented in our work [44]. Designed
with a decentralization approach, this protocol treats individual components of a
satellite as distinct nodes. Any node can be addressed, be it a conventional On-Board
Computer (OBC) collecting data or another subsystem. Despite its more complex
setup, the CSP’s decentralized structure offers the advantage of maintaining some
functionality if one of the subsystems fails.

In addition to digital transmission, full-duplex linear transponders are occasion-
ally utilized. These transponders transpose a segment of the radio spectrum from
one frequency band to another, enabling ground stations to communicate through
the satellite with each other. Such systems are usually modulation independent.
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The typical power output for a transmitter on a nanosatellite is around 1 W for
Cubesats. In the case of PocketQube satellites, the power can be as low as hundreds
of milliwatts. Given the mission-critical nature of communication, maintaining
a reliable connection is essential. In terms of data budget, the VHF and UHF
bands encounter limitations imposed by channel bandwidth. Speeds of 1200 Bd and
9600 Bd are feasible, making them suitable for telemetry and command, but not for
transmitting larger data volumes, such as images.

4.4.1 Ground Stations

A ground station is equipped with several essential components for effective satellite
communication. Antennas, typically with circular polarization, are mounted on an
azimuth-elevation rotator (Fig. 4.6) that requires annual mechanical maintenance
due to weather-induced wear. This rotator is controlled by a PC running satellite
tracking software and is connected to a transceiver via a Terminal Node Controller
(TNC).

Fig. 4.6: Azimuth-elevation rotator.
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Additional components like narrowband filters or Low Noise Amplifiers (LNAs)
are often included to improve signal quality, especially over longer cable distances.
For initial experiments, simpler ground-plane antennas can be used in place of
rotators; these antennas offer variable gains based on the satellite’s elevation.

The community network SatNOGS provides an open-source solution for satellite
reception [56]. Full members with their own ground stations can schedule recording
of satellite passes and even directly decode known telemetry. Overall, the ground
station serves as a multifaceted hub for reliable satellite communication, requiring
regular maintenance and offering various customization options.

4.5 Low-Cost Nanosatellite Imaging Using SSTV
Related results: C.4, C.5

Nanosatellites, due to their compact and cost-effective design, have introduced a
new chapter in space exploration. Among their numerous applications, imaging
using Slow-Scan Television (SSTV) has gained attention because of its unique
methodology and broad acceptance in the radio amateur community [57].

SSTV operates by transforming static images into audio signals for radio
frequency transmission. The transmission speed in SSTV is determined by the
chosen mode. Various modes are utilized, such as Robot 36, which transmits an
image in approximately 36 seconds, and Robot 72, taking 72 seconds. The selection
of mode often strikes a balance between transmission speed and image resolution,
with slower modes generally providing more detailed images.

An example of a cost-effective solution tailored for radio amateurs is the
SatCam PQ, a compact imaging module that we specifically designed for nanosatel-
lites, as presented in Appendix C.4. It incorporates the OV2640 camera module and
is controlled by the STM32F446 microcontroller. With dimensions of 38×38 mm,
it easily fits within PocketQube format satellites. The camera captures images and
prepares them for transmission as SSTV audio.

The practical use of SatCam PQ is demonstrated in the PocketQube HADES
mission, led by AMSAT-EA. Moreover, an earlier version of this module was inte-
grated into the PSAT-2 Cubesat, a project of the US Naval Academy, together with
a PSK transponder presented in Appendix C.5. This Cubesat not only employed the
SSTV camera for imaging but also supported redundant telemetry, giving insights
into various parameters like temperature, voltage, and light conditions.
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Fig. 4.7: SSTV camera for PocketQubes.

A considerable advantage of using SSTV for imaging in nanosatellites is its broad
acceptance within the radio amateur community. As an established mode, SSTV
is familiar to numerous radio enthusiasts. This familiarity ensures that images
transmitted using SSTV from nanosatellites can be quickly identified, received,
and decoded by anyone with the necessary knowledge and equipment. This open
and cooperative approach not only encourages engagement but also ensures the
transmitted data is accessible to a wide audience.

The integration of SSTV into nanosatellites demonstrates the potential of using
established radio communication protocols in contemporary satellite technology. It
represents the combination of tradition and innovation, enhancing the inclusivity
and collaboration in space exploration and data acquisition.
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Fig. 4.8: Images from the space transmitted by PSAT-2.
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5 Conclusions
This habilitation thesis facilitates a comprehensive exploration of radio frequency
communication technologies, bridging the distinct yet interconnected domains of
RFID, LPWANs, and nanosatellite communication. The work serves as a nexus,
integrating the research papers presented in Appendix D. These papers, previously
published in peer-reviewed journals, represent the original scientific contributions,
each illuminating a different aspect of the overarching research theme. Despite
originating from various fields of application, the mentioned technologies coalesce
within the UHF band, highlighting it as the integral theme connecting this research.

Chapter 2 provides an in-depth examination of UHF RFID systems. The histor-
ical evolution of RFID is traced, highlighting the significance of the emergence of
UHF technology in transforming passive RFID capabilities. Fundamental operating
principles centered around backscattering are clarified, accompanied by a detailed
analysis of EPC Gen2, the globally accepted UHF RFID protocol. Ranging and
localization methods are surveyed, pointing out the extended functionalities of RFID
beyond identification. The flexibility imparted by software-defined implementations
is also discussed.

Chapter 3 shifts focus to the growing field of LPWANs for IoT applications.
LoRaWAN’s design and adaptability are underlined, distinguishing it as a foremost
LPWAN solution. Network monitoring activities yield quantitative datasets that
address gaps and expand the pool of available real-world LoRaWAN data. Ongoing
research challenges, from security to Class-B optimization, are highlighted as key
directions guiding innovations in this domain.

The sphere of nanosatellite communication, an emerging frontier, is explored
in Chapter 4. Cubesats and their electronic subsystems are characterized in detail.
Communication protocols and ground station components tailored for nanosatellites
in the UHF band are analyzed. Cost-effective SSTV imaging presents a novel
application of UHF transmission from nanosatellites.

In conclusion, this thesis and its attachments offer an in-depth perspective on
three advanced wireless communication technologies, examining their individual
attributes as well as their convergence within the UHF frequency spectrum. It
encompasses both a wide range of areas and a depth of technical investigation in
each domain. The original contributions presented here, from LoRaWAN traffic
monitoring to SSTV nanosatellite imaging, provide valuable insights that push the
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boundaries of knowledge and may guide future engineering endeavors. By bridging
academic research with practical applied results, this thesis aims to highlight the
pursuit of innovation that drives advancements in wireless communication systems.
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A Author’s Profile
This appendix offers a concise overview of the author’s professional background,
focusing on three key areas: Teaching Experience, Supervised Theses, and Popular-
ization Activities. Each subchapter delves into specific contributions and achieve-
ments within these areas.

A.1 Teaching Experience

The author’s tenure at Dept. of Radio Electronics involved active engagement in
teaching, with a primary focus on master’s degree programs. The following sections
describe notable teaching activities in various subjects.

Microcontrollers and Embedded Systems (MKS)

The Microcontrollers and Embedded Systems (MKS) course forms a central part
of the author’s pedagogical efforts. This course is built upon two other courses–
—Microcontrollers for Advanced Applications (MIA) and Microprocessors with
ARM Architecture (POA)–—under the author’s responsibility since 2013. The aim
of the course is to deepen students’ knowledge in microprocessor technology and
C programming, familiarize them with the ARM Cortex-M core and STMicroelec-
tronics STM32 microcontrollers, and equip them with practical skills in designing
hardware and creating firmware for commonly used peripherals. Consistent positive
feedback has been received from student surveys. Oversight of the course is provided,
all teaching materials are authored, and most lectures and selected exercises are
conducted. Both in-person and combined formats of the course are offered, with
instruction in both Czech and English languages.

Nanosatellite Design and Electronics (NDE)

The Nanosatellite Design and Electronics (NDE) course aims to offer fundamental
knowledge in designing nanosatellites, particularly of the Cubesat and PocketQube
types. Basic components, structural design, and design procedures are covered.
Hands-on satellite construction projects constitute a significant portion of the
laboratory exercises. Oversight has been provided for this course since 2022,
specifically for the newly created study program Space Applications (SAP), taught
exclusively in English. Almost half of the lectures consist of invited talks by industry
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experts, and laboratory exercises are designed as group projects, during which
selected subsystems of a nanosatellite are independently developed by students,
who then present their progress and results.

Radiofrequency Identification (RFI)

Two lectures for the course in Radiofrequency Identification (RFI) were developed,
drawing upon the author’s specialized expertise. These lectures, one on anti-
collision protocols for Gen2 RFID tags and another on ranging and localization for
RFID, wireless sensor networks, and energy harvesting, have been delivered annually
since 2012.

Computer and Communication Networks (PKS)

The Computer and Communication Networks (PKS) course involves complex
computer exercises that necessitate a deep understanding by the instructors.
Covered in the lab exercises are: 1. Communication using UDP, traffic analysis;
2. Security, firewall – configuration, NAT, traffic analysis; 3. Routing and addressing
in IP networks; 4. Implementation of network interface in embedded systems;
5. Domain Name System; 6. IPv6. In addition to selected exercises being taught,
the course materials were significantly updated between the years 2012 and 2014 to
align with advancements in the field.

A.2 Recent Supervised Theses
• J. Lokaj. Educational nanosatellite in PocketQube format. Master’s thesis,

Brno: Brno University of Technology, Faculty of Electrical Engineering and
Communication, Department of Radio Electronics, 2023.

• J. Sýkora. Supportive landing module for scientific stratospheric probes.
Master’s thesis, Brno: Brno University of Technology, Faculty of Electrical
Engineering and Communication, Department of Radio Electronics, 2023.

• M. Košút. Návrh a realizace výukového CubeSatu. Diplomová práce, Brno:
Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních tech-
nologií, Ústav radioelektroniky, 2022.

• M. Uhlíř. Bezdrátový komunikační modul v pásmu 868 MHz s podporou
MESH sítě. Diplomová práce, Brno: Vysoké učení technické v Brně, Fakulta
elektrotechniky a komunikačních technologií, Ústav radioelektroniky, 2022.
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• M. Krejčí. Inteligentní LED světlo. Bakalářská práce, Brno: Vysoké učení
technické v Brně, Fakulta elektrotechniky a komunikačních technologií, Ústav
radioelektroniky, 2022.

• F. Langr. Bezpečnostní systémy vozidel. Bakalářská práce, Brno: Vysoké učení
technické v Brně, Fakulta elektrotechniky a komunikačních technologií, Ústav
radioelektroniky, 2022.

• M. Obšitník. RFID Reader for 13.56 MHz Band. Master’s thesis, Brno: Brno
University of Technology, Faculty of Electrical Engineering and Communication,
Department of Radio Electronics, 2021.

• M. Virgl. Měření teplot v reaktoru VVER 440. Bakalářská práce, Brno: Vysoké
učení technické v Brně, Fakulta elektrotechniky a komunikačních technologií,
Ústav radioelektroniky, 2021.

• M. Ambrož. Systém domovního vytápění s hybridní komunikací. Diplomová
práce, Brno: Vysoké učení technické v Brně, Fakulta elektrotechniky a komu-
nikačních technologií, Ústav radioelektroniky, 2020.

• R. Juráň. Field sensor network for microclimatological measurements. Master’s
thesis, Brno: Brno University of Technology, Faculty of Electrical Engineering
and Communication, Department of Radio Electronics, 2020.

• T. Lorenc. Měření vlastností LoRa/LoRaWAN komunikace. Bakalářská práce,
Brno: Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních
technologií, Ústav radioelektroniky, 2020.

• O. Jeřábek. Signálová analýza LoRa s využitím SDR. Diplomová práce,
Brno: Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních
technologií, Ústav radioelektroniky, 2018.

• M. Děcký. Referenční návrh HID periferie Touch Pad. Diplomová práce,
Brno: Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních
technologií, Ústav radioelektroniky, 2018.

• J. Václavík. Aktivní výhybka s využitím DSP. Diplomová práce, Brno: Vysoké
učení technické v Brně, Fakulta elektrotechniky a komunikačních technologií,
Ústav radioelektroniky, 2018.
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A.3 Popularization Activities

The author has been engaged in the popularization of electronics, communication
systems, and embedded technologies among youth and the general public for an
extended period. This chapter briefly outlines the most significant activities in this
domain.

Radioklub OK2KOJ při VUT v Brně

Radioclub OK2KOJ, associated with the Brno University of Technology (BUT),
has a tradition spanning nearly 70 years and remains one of the few active radio
clubs in Brno. With collaboration stated in its name, the club boasts around
30 members, many of whom are current or former BUT students and employees,
primarily from the Faculty of Electrical Engineering and Communication and the
Faculty of Mechanical Engineering. The primary activity involves participation in
radio competitions. The club enjoys a good reputation among radio amateurs. The
club’s nature is unique, as most of its student members are not from Brno and
often leave after their studies. Therefore, there’s a constant need to educate new
enthusiasts. The author is a member of the club since his student days, and acts as
the chairman since 2014.

Every year, a course is arranged for the club members to prepare them for
amateur radio licensing exams. Public events such as Science Night (2012, 2013) and
Electrical Engineering Day at the Museum (2012) have also seen the club’s active
participation. Media engagements include member features in Good Morning on
ČT2 (2009 and 2020) or a discussion in ArtCafé on ČRo Vltava (2023).

Outreach Events and Workshops

Regular attendance at Bastlfest, organized by VIDA! Science Center, is another
activity carried out under the oversight of both the radio club and the Brno
University of Technology. This popular weekend event attracts hundreds of visitors.
Workshops are organized for the attendees, focusing on practical electronics for
children and youths. Participants choose a simple electronic kit, which they assemble
and bring to life under expert supervision. Thanks to the support from the university
and industrial partners, these kits are made available free of charge during the event.

52



Active participation in the university events targeting youth is maintained.
Earlier activities included the Radioelectronics Workshop, and in recent years, aside
from Open Doors Day, events like Mini Erasmus and VUT Junior have also been
part of the outreach effort.

Satellite Technology and Media Appearances

Satellite technology is prominently featured, primarily at the AMPER trade fair.
The author presented the PSAT-2 nanosatellite (2016) and the Slow-Scan Television
(SSTV) camera module for PocketQube format (2022). Contributions have also been
made to the Czech Television report about the Space Applications study program.
In parallel, satellite activities were communicated to a broader audience during
launches via online articles.
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B Selected Research Projects
This chapter summarizes selected projects funded by notable grant providers. For
each project, the title, original abstract, identifier, grant provider, partnering
company, and research period are provided. A summary of the author’s contri-
butions made in each project is also included. The aim is to present an overview of
research involvement across multiple disciplines and collaborations.

In addition to the projects described herein, involvement in various projects
through direct university-company collaborations has been experienced, with indus-
trial partners including companies such as Škoda Auto, EVOTECH, CISC Semicon-
ductor, INTRIPLE, and Omicron Welding Machines.

B.1 Adaptive Mesh Communications for Secure Con-
trol and Sensing Systems

TAČR TK04020173, ACRIOS s.r.o., 2022–2024

Author’s responsibility: Collection and analysis of statistical data from current
LoRaWAN networks in European cities.

The project goal is to develop a System for Adaptive Mesh Communications
(SAMC) and test this system in the created test installation. SAMC extends the
communication protocol Long Range Wide Area Network (LoRaWAN) and increases
the communication robustness and availability while preserving a high level of
security. This is important in the key systems for the energy industry. The current
LoRaWAN protocol will be extended by a new class of communication in mesh
(Class-M). The new class will intrinsically guarantee communication availability
during the failures of the infrastructure fragments. The proposed system combines
the advantages of the spread-spectrum modulation and the robustness of the mesh
topology. We expect a fast adoption of the proposed SAMC by customers.

B.2 Digital Communication Platform for Aerospace
Applications

OP PIK CZ.01.1.02/0.0/0.0/20_321/0024955, MESIT asd, s.r.o, 2021–2023

Author’s responsibility: Design of communication platform demonstrator with
STM32F4 microcontroller using 100BASE-T1 Ethernet, firmware development.
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The project deals with the development of a voice and data communication
system for a wide spectrum of aeronautical applications (civil and military). The
result of the project will be a prototype of a functional electronic system for voice
and data communication, based on state-of-the-art digital audio signal processing
technologies. Due to the requirements for high intelligibility and functionality in
environments with high ambient noise, emphasis will be placed on the implementa-
tion of advanced software speech enhancement and noise suppression techniques.

B.3 System for Remote Administration and Economy
Control of Fleet Vehicles with Priority in Waste
Management

TAČR TH03010222, EVOTECH s.r.o., 2018–2021

Author’s responsibility: Global system architecture design, hardware and
firmware development, project management.

The aim of the project is to create a coherent ecosystem of devices and
applications whose overall task is to automate and streamline the operation of
fleets and directly related issues of operation. The intention is primarily aimed
at corporate clients in the field of waste management, namely companies operating
in the areas of collection, disposal and treating. The system will be able to be used in
certain modifications in other areas such as agricultural businesses, freight transport,
earthworks, construction, raw materials extraction and road maintenance. In these
operations, the system and its components have to deal with the automation of
processes of movement records, manipulation and general fuel economy, records of
persons and machinery movement.

B.4 Digital Spectrometer of Mixed Neutron and
Photon Fields

MPO FV20453, VF a.s., 2017–2019

Author’s responsibility: Development of PH32 strip detector concentrator
firmware with FreeRTOS.

The main objective of the project is development of a completely new measure-
ment device (spectrometer system) that enables real-time characterization of low-
energy mixed fields of neutron and gamma radiation ranging from 1 kEv to 1 MEv.
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Nowadays measurement of such fields is performed using devices and methods that
require significant amount of time (not real-time) and personal effort (potential risk
of irradiation). The newly developed system effectively eliminates both of these
disadvantages. Planed project outputs (functional demonstrators): Laboratory
low-energy neutron spectrometer, Integrated neutron radiation dose monitoring
device with energy compensation. Parameters of the newly developed system will
outperform measurement instruments and devices currently used for operational
measurements in research facilities and metrological laboratories in the area of
nuclear physics. Moreover, it will be used by producers of neutron radiation
generators and laboratories equipped with high-energy particle accelerators, like
so called “proton centers” and radiopharmacology laboratories.

B.5 Radio for Smart Transmission Networks (RSTN)
TAČR TA04011571, RACOM s.r.o., 2014–2017

Author’s responsibility: Design of instrumentation for radio channel measure-
ments in 1.3 GHz and 5.8 GHz bands, field measurements, and processing of results.

The project aim is applying and validating the latest research results in the
field of advanced signal processing methods and devising an optimal solution of
the physical layer for a new generation of wireless communications equipment. The
equipment is intended for communication over long distances under NLOS (Non Line
Of Sight) conditions. The proposed project addresses the area of radio industrial
communication networks that work under conditions where the existing networks
such as 3G, LTE or WiMAX cannot sufficiently ensure good operating parameters.

B.6 Innovative Control of a Car Cabin HVAC System
as a Part of an Advanced Driver Assistance
System

TAČR TA04031094, Škoda Auto, a.s., 2014–2017

Author’s responsibility: Design of electronics for CAN vehicle communication,
design of equivalent temperature sensors, and firmware programming.

The project will focus on improving the safety of vehicles and reduce accidents.
The aim of the project is to develop a system that would help avoiding dangerous
situations in which the driver gets in particular because of thermal discomfort in
the cabin (i.e., high or low temperature for each segment of the body surface) and
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consequently often difficult manipulation with the controls of the heating / cooling
system such as directional manipulation of ventilation outlets, switching positions
and fan performance. The aim is to develop hardware, software, algorithms and
visualization system for temperature control of significant segments of the human
body (those are the head, chest, arms and feet), so that the driver obtain a clear
visual information about a possible imminent risk of segmented thermal discomfort
and could very easily by touching the screen affect the setting of the air conditioning
system.
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C Selected Applied Results

C.1 Channel Sounder for 1.3 GHz Band

Kind: Functional specimen (RIV-G/B)
Year: 2015 (50%)
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Channel Sounder for 1.3 GHz Band 

Aleš POVALAČ, Jiří BLUMENSTEIN, Josef VYCHODIL 
TAČR TA04011571: RSTN - Radio for Smart Transmission Networks 
Centre of Sensor, Information and Communication Systems (SIX) 

 

Abstract – The developed functional specimen of channel sounder is suitable for monitoring of 
radio channel parameters in the 1.3 GHz band. The primary use of the device is a research of 
NLoS radio channel in 23 cm band. Together with appropriate MATLAB and LabVIEW control 
software, the system allows to record and evaluate the radio channel with 120 MHz bandwidth. 

Transmitting station is based on programmable RF generator Rohde&Schwarz SMU200A, 
controlled from MATLAB. The signal from the generator is filtered, amplified through a power 
amplifier and connected via a circulator to a directional antenna. The power amplifier is built 
with ITB MD220L-1296-48V module, which has been modified and tuned for class A. 

Receiving station consists of a directional antenna, low noise preamplifiers, and band pass 
filters. Signal is fed to the system National Instruments PXIe-5665, which serves to digitize and 
record the signal. 

 

   

 Fig. 1: TX diagram Fig. 2: RX diagram Fig. 3: Power amplifier 
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C.2 Channel Sounder for 5.8 GHz Band

Kind: Functional specimen (RIV-G/B)
Year: 2015 (50%)
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Channel Sounder for 5 GHz Band 

Aleš POVALAČ, Jiří BLUMENSTEIN, Josef VYCHODIL 
TAČR TA04011571: RSTN - Radio for Smart Transmission Networks 
Centre of Sensor, Information and Communication Systems (SIX) 

 

Abstract – The developed functional specimen of channel sounder is suitable for monitoring of 
radio channel parameters in the 5 GHz band. The primary use of the device is a research of 
NLoS radio channel in 6 cm band. Together with appropriate MATLAB and LabVIEW control 
software, the system allows to record and evaluate the radio channel with up to 600 MHz 
bandwidth. 

Transmitting station is based on programmable RF generator Rohde&Schwarz SMU200A, 
controlled from MATLAB. The signal from the generator is filtered, amplified with a two-stage 
power amplifier and connected to a directional antenna. The power amplifier is built with Hittite 
HMC408LP3 and DG0VE PA6-1-8W modules, which has been set to class A. 

Receiving station consists of a directional antenna, low noise preamplifiers, and band pass 
filters. Signal is fed to the system National Instruments PXIe-5665, which serves to digitize and 
record the signal. 

 

   

 Fig. 1: TX diagram Fig. 2: RX diagram Fig. 3: Power amplifier 
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C.3 ANT Technology Demonstrator for Vehicle Iden-
tification

Kind: Functional specimen (RIV-G/B)
Year: 2016 (50%)
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ANT Technology Demonstrator  

for Vehicle Identification 
Aleš POVALAČ, Tomáš MIKULÁŠEK 

Project no. HS18657099 with EVOTECH s.r.o.  
Centre of Sensor, Information and Communication Systems (SIX) 

 

Abstract – The functional specimen is supposed for technology demonstration and validation of 
basic parameters of ANT communication protocol in the unlicensed 2.4 GHz band. It integrates 
all functions for maximum energy savings which is possible with Nordic Semiconductor SoC 
solution. The hardware is designed for long-life primary batteries, such as LiMnO2 or LiFeS2 
types. 

Developed firmware allows to run the demonstrator in master or slave mode. The other side of 
the communication is provided either by another piece of the demonstrator with suitable 
firmware or by the commercially available development kit nRF51-DK. In the master mode, the 
demonstrator periodically transmits its unique identification together with current status, such 
as battery voltage, chip temperature etc. As a slave, it supports the synchronization and 
reception of ANT messages, which are sent to a supervising PC together with data from an 
accelerometer and other connected peripherals. 

 

 

Fig. 1: ANT technology demonstrator 
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C.4 Camera for PSAT-2 Experimental Satellite

Kind: Functional specimen (RIV-G/B), M17+ grade 4
Year: 2017 (80%)
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Experimental Satellite Psat-2 Camera 
Aleš POVALAČ, Tomáš URBANEC 

LO1401 Interdisciplinary Research of Wireless Technologies (INWITE) 

FEKT-S-17-4713 Microwave technologies for future wireless systems 

Centre of Sensor, Information and Communication Systems (SIX) 
 

Datum: 2.2.2017 

Abstract – The camera is functional part of experimental satellite Psat-2. It allows 

picture acquisition in the viewing angle of the satellite and their transmission through 
satellite transmitters. 

The camera consists of controlling microprocessor STM32, camera module OV2640 and 
nonvolatile memory for storing of obtained pictures before their transmition to Earth 

with the use of satellite transmitters. Pictures are made in resolution of 320*240 color 
pixels and it is possible to send them to Earth in various modes with diverse quality 

which is directly proportional with transmission time in the SSTV mode. There are 
implemented modes Robot 36, 72, MP73 and 115. Camera can be requested of time 

sequence or depending on irradiance of picture sensor viewing angle. The testing 
pictures are also stored in the microprocessor memory with known content. This allows 

investigating the transmission channel even in the case of camera module fault. Camera 
is fully integrated into experimental satellite Psat-2 of US Navy Academy, Maryland.  

 

 

Obr.1 Camera control board 

 

Obr.2 Position of camera module 
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C.5 Transponder for PSAT-2 Experimental Satellite

Kind: Functional specimen (RIV-G/B), M17+ grade 4
Year: 2017 (20%)
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Experimental Satellite Psat-2 Transponder 
Tomáš URBANEC, Aleš POVALAČ 

LO1401 Interdisciplinary Research of Wireless Technologies (INWITE) 

Date 1.2.2017                          FEKT-S-17-4713 Microwave technologies for future wireless systems 

Centre of Sensor, Information and Communication Systems (SIX) 
 

Abstract – The Transponder is functional part of experimental satellite Psat-2 dedicated 

to retransmission of narrow bandwidth modulation signals from 29.5MHz to 435MHz. 

Transponder consists of narrowband receiver for frequency 29.480MHz with bandwidth 
3kHz and transmitter with frequency 435.350MHz and frequency modulation. Further 

there is microprocessor which takes care of transponder control, with the use of settings 
and satellite state. For the parameter control, there is implemented the control signal 

detector. Microprocessor generates also modulation signal of BPSK31 beacon, which 
transmits telemetry of transponder and whole satellite. Transmitter allows connection of 

other modulation signals. Transponder is fully integrated into experimental satellite 
Psat-2 of US Navy Academy, Maryland.  

 

Transponder board size 

 90.2 mm x 95.8 mm  

Receiver operating frequency  

 29.480437MHz - 29.482637MHz 

Receiver dynamic range 60dB 

Transmitter operating frequency  

 435.350MHz 

  

Obr.1 Transponder block diagram 

Transmitter output power 26dBm 

Power supply 5V  

Current consumption RX=25.4mA 

               TX=316mA 

                 MCU=4.8mA 

 

Obr.2 Transponder picture 
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C.6 Testbed for Wireless Communication with High
Energy Efficiency

Kind: Functional specimen (RIV-G/B)
Year: 2018 (50%)
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Testbed for Wireless Communication  

with High Energy Efficiency 
Aleš POVALAČ, Tomáš MIKULÁŠEK, Filip ZÁPLATA, Martin POSPÍŠIL 

TH03010222 - System for Remote Administration and Economy Control of Fleet Vehicles with priority in Waste Management 
LO1401 - Interdisciplinary research of wireless technologies 

 

Date:  7.11.2018 

Abstract – For wireless communication in beacon mode with the required battery life over 
5 years, 2.4 GHz ANT technology was selected based on the Nordic Semiconductor nRF51 
chipset. The testbed functional sample consists of the nRF51-DK development kit, a precision 
IoT current measurement kit STMicroelectronics X-NUCLEO-LPM01A, and a sample tag with 
integrated battery and an antenna designed to be sealed in epoxy resin. 

The antenna was developed with respect to the permittivity of the selected epoxy resin and 
verified by simulation and measurement in an anechoic chamber. The tag firmware, created for 
the arm-gcc and the S210 softdevice, performs the beacon transmitting identification along with 
the battery status and temperature periodically every second. The sample of the tag will be used 
to develop the prototype of the future automated fuel accounting system. 
 

   

 Fig. 1: ANT tag demonstrator Fig. 2: Antenna simulation at 2.4GHz 

 

 

Fig. 3: Measurement setup for antenna testing 
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C.7 Automatic Registration System for Fuel Dis-
pensing

Kind: Prototype (RIV-G/A), M17+ grade 3
Year: 2019 (45%)
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Automatic Registration System  

for Fuel Dispensing 
Aleš POVALAČ, Tomáš MIKULÁŠEK, Filip ZÁPLATA, Martin POSPÍŠIL, Pavel KLÍMA, Karel DOKULIL 
TH03010222 - System for Remote Administration and Economy Control of Fleet Vehicles with priority in Waste Management 

LO1401 - Interdisciplinary research of wireless technologies 
 

Date:  2.12.2019 

Abstract – The system consists of several separate units that communicate wirelessly. It 
provides automation and central registration of fuel dispensing and vehicle movement, 
eliminating the human factor in fuel type mix up and attempted misuse when refueling. 

Individual vehicles are fitted with beacons that transmit their identification in the 2.4GHz band. 
The service life of the beacons is about 10 years; they are completely sealed in a non-flammable 
resin and contain an integrated battery and antenna developed with respect to the permittivity 
of the sealing material. 

Data collection is provided by the unit located in the body of the refueling gun. It searches for 
beacons in the vicinity and transmits the acquired data along with other data to the master 
system via communication in the 868MHz band. The entire unit except the batteries is sealed in 
a non-flammable material. The unit is in sleep mode when suspended in a rack. 

The collection unit is used to receive messages from individual refueling guns and forward them 
to the database backend. Together with the backend, it authorizes fuel dispensing for individual 
refueling. It also allows autonomous gun configuration during installation. 
 

 

 

 

 

 

 

 

 

 

 

 

 
          Fig. 1: Refueling gun    Fig. 2: Collection unit      Fig. 3: Beacon before sealing 
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C.8 SDR Interference Emulator

Kind: Functional specimen (RIV-G/B)
Year: 2020 (20%)

2020 SIX Research Centre | Brno University of Technology 

Page 3  

 

1 Overview 

The SDR Interference Emulator (SDR-IE) is a powerful modular Software Defined Radio 
(SDR) platform that provides wireless communications designers an affordable means for 
developing communication systems such as interference emulation and measurements, 
radio frequency testing and many more. The SDR-IE refines user experience making SDR 
prototyping more accessible by delivering the optimum balance between simplicity and 
performance. It is ideal for a wide range of application areas and as an alternative for 
widespread SDR produced by Ettus research and National instruments (NI).  

The SDR-IE features high-performance FPGA SoC and supports variety of commercially 
available RF front ends from NI/Ettus1 for various frequency bands and applications. Figure 1 
displays the SDR interference emulator. The 250 MS/s sampling frequency makes this 
device suitable for spectrum sensing with >200 MHz frequency bandwidth as well as for 
cognitive radio applications. 

 

Figure 1: SDR Interference Emulator 

  

 
1 Front end modules supported in the firmware as of 16.12.2020: NI WBX 66
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Abstract 
 The paper gives an overview of the phase of arrival (PoA) and time of arrival (ToA) techniques for distance 
measurement of UHF RFID tags. It introduces a new method based on the evaluation of received signal phase 
change during a linear frequency modulation (LFM) chirp. The phase of signal arrival is converted to the 
instantaneous frequency of a FMCW beat using a delay-multiply FSK demodulator with signal level 
normalization. Range estimation is afterwards calculated from the averaged instantaneous frequency. The 
mathematical description is verified by the simulation of the ranging process in MATLAB. The final part 
describes the techniques for commercial EPC Class-1 Generation-2 RFID tags which allow the backscattering 
of defined harmonic frequency for a known time. 
 
 
1. INTRODUCTION 
 
 In recent years, RFID systems working in the 
UHF range (860 – 960 MHz) have moved into 
mainstream usage. There are many commercial 
applications using passive RFID tags and related 
backscattering principles [1]. One of current research 
goals in this area is ranging and localization of 
individual tags. 
 New application areas for RFID technology 
appear if the distance information of a specific tag 
can be evaluated. Such tags can be used for example 
in objects tracking. 
 There are three basic principles for tag ranging. 
The simplest one is based on received signal strength 
(RSSI). It is simple but inaccurate. The other 
methods are based on the measurement of received 
signal phase or its time delay (PoA, ToA), eventually 
on their difference between several samples (PDoA, 
TDoA). 
 Time measurement methods are common for 
FMCW radars. They are based on the evaluation of 
low frequency signal produced by mixing of 
transmitted and received chirps [2]. Its basic 
implementation requires large sweep bandwidth 
which is unavailable in UHF RFID bands. For this 
reason, a double frequency system has been 
proposed [3]. 
 Phase of arrival based measurement is more 
suitable concept but it fights with phase wrapping. It 
is necessary to perform the evaluation on multiple 
frequencies which need to be carefully selected [4]. 
 
 
2. DISTANCE MEASUREMENT 
 
 The proposed range estimation method is based 
on the phase measurement of the backscattered tag 

signal and its change during a chirp (i.e. a linear 
frequency sweep). The desired range is determined 
by the rate of phase change and by chirp parameters. 

A chirp signal, also known as linear frequency 
modulated (LFM) signal, can be expressed as: 
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where f0 is the frequency at time t = 0 and μ is the 
chirp rate, defined as a frequency change B over 
time T: 
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Frequency and time domains of a chirp signal are 
shown at Fig. 1.  
 

 
 
 Two chirp signals with 90 deg phase difference 
are necessary for baseband mixing: 
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Fig. 1. Linear chirp signal 



 One of these signals, e.g. sI (t), is transmitted by 
the reader and propagates through an environment. It 
is reflected by numerous targets, as well as by the 
selected RFID tag. The backscattered tag signal 
needs to be distinguished from other targets. This can 
be done using tag modulation: 
 
  ( ) ( ),2cos tfts mm π=  (4) 
 
where fm is the backscatter modulating frequency. As 
a result, the desired signal received by the reader 
consists among others of the AM-modulated signal 
shifted by a propagation time τ: 
 
  ( ) ( ) ( ).tststs mIRX ⋅−= τ  (5) 
 
Other multi-path propagations are neglected for this 
simplified scenario. The received signal is mixed into 
the baseband in both I and Q channels: 
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 Unwanted frequency conversion products are 
filtered out using a band-pass filter tuned around the 
tag frequency fm.  
 The I and Q signals are demodulated in the next 
step, resulting in sdemod,I and sdemod,Q. A coherent 
demodulator or a simple envelope detector can be 
used. The relationship between the demodulated 
signals in I and Q channels denotes the phase of 
received signal at particular frequency: 
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 At this time, we can measure the phase of 
arrival (PoA) over the frequency range defined by the 
bandwidth B. As the measurement takes place in a 
continuous chirp, there is no ambiguity typical for 
phase difference of arrival (PDoA) methods [4]. The 
signal phase as a change in time can be expressed 
using the instantaneous frequency: 
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which corresponds to the beat frequency of 
conventional FMCW radars. This frequency depends 
on chirp rate and signal round trip time: 
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c
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The result from the equality of (8) and (9) determines 
the range estimate: 
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 The instantaneous frequency is computed for 
every sample and averaged. As we can see from (10), 
the range estimation depends only on chirp rate and 
averaged instantaneous frequency. 
 
 
3. SIMULATION AND RESULTS 
 
 The described principle of range estimation has 
been simulated in MATLAB environment. Following 
simulation results correspond to individual steps 
described in previous section. 
 Firstly, we prepare I and Q signals in 900 MHz 
band according to (3) and create received modulated 
signal as described by (4) and (5). These signals are 
mixed into baseband (6) and higher frequency 
products are filtered out. An additive white Gaussian 
noise is added into the received signal. Resulting 
signals are shown in Fig. 2. 
 

 
 
 The amplitude demodulation can be done in 
several ways. For this simulation, we have 
implemented an envelope detector, consisting of a 
digital rectifier and a low-pass FIR filter. The results 
of AM demodulation are in Fig. 3. First samples of 
the signal are corrupted by filter initialization. 
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Fig. 3. I and Q signals after AM demodulation 
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Fig. 2. Baseband I and Q signals 



3.1. Baseband phase measurement 
 
 In the next step, the phase of received signal is 
computed from I and Q amplitudes using arctangent 
function. The phase change shown as the solid line in 
Fig. 4 is not monotonic (sawtooth shaped) as a result 
of information lost during envelope AM 
demodulation. The dotted line depicts the recovered 
phase from following steps. 
 

 
 
 A numerical differentiation (difference between 
consequent values) is calculated and shown in Fig. 5. 
The sign of the difference denotes the slope direction. 
For the purpose of instantaneous frequency recovery, 
we rectify the direction by computing the absolute 
value of it. 
 The arctangent function is undefined for infinite 
argument. Also the measurement of AM amplitude is 
inaccurate for small I or Q values. For this reason, we 
discard samples with I or Q values under a defined 
threshold. Afterwards, the averaged value of 
accepted instantaneous frequency samples is 
computed, as well as the resulting distance according 
to (10). 
 

 
 

 The experimental results obtained from a series 
of 20,000 simulations with T = 0.5 ms, B = 25 MHz, 
f0 = 902.5 MHz, d = 6.000 m, SNR = 10 dB are 
shown as a histogram in Fig. 6. 
 

 
 
 The simulated results have a normal distribution 
with the mean value of 5.982 m and the variance of 
2.255·10–4 m2. The mean value is lower than the 
input value because of the slope rectification which 
can also corrupt the sign of an excessive noise. 
 
3.2. Arctangent implementation 
 
 The arctangent function used in (7) is very 
computational intensive for a real-time 
implementation. Fortunately, there are other methods 
for digital frequency demodulation. The 
delay-multiply FSK demodulator [5] with signal 
level normalization is shown in Fig. 7. 
 

 
 
 This demodulator is more efficient, as it utilizes 
only delay blocks, multipliers, and an adder. The 
output amplitude is normalized using squarers, an 
adder, and a divider. Similar results can be obtained 
if the amplitude of I and Q input signals is 
normalized in another way, i.e. by an automatic gain 
control (AGC) circuit. 
 
 

5.92 5.94 5.96 5.98 6 6.02 6.04
0

200

400

600

800

1000

1200

distance [m]

co
un

t

 

Fig. 6. Histogram of range estimates 
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Fig. 7. Delay-multiply FSK demodulator 
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Fig. 5. Phase differentiation in time, averaging 
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Fig. 4. Phase of received signal  



3.3. Tag modulating signal 
 
 Tag modulation is used for the distinction 
between signals backscattered from the tag and from 
other objects. Its function is described by (4). 
 There are several ways how to instruct the tag 
for harmonic backscattering with selected frequency. 
Besides custom command method described in [3], 
we can use two principles suitable for standard EPC 
Class-1 Generation-2 UHF RFID tags [6]. 
 The first method uses tag preamble with higher 
Miller subcarrier modulations. For long preamble and 
M8 coding, we are able to obtain 140 periods of 
modulation signal. The advantage of this approach is 
that the measured preamble can be repeated in every 
transmission. 
 The second method requires a tag with blank 
User memory, i.e. filled with zeros. Up to 512 
periods of modulation signal can be obtained using 
FM0 coding and conventional 512 bit tag chips, such 
as Impinj Monza 4U or NXP UCODE G2XM. In this 
case, the tag needs to be instructed by Gen2 Read 
command to backscatter its entire memory contest at 
once. The measurement is processed on this answer. 
 
 
4. MEASUREMENT FREQUENCY STEPPING 
 
 The proposed distance measurement method 
requires linear chirp which is usually not available on 
simple hardware testbeds with PLL frequency 
synthesizers. This limitation can be solved by a 
frequency hopping technique. In this case, several 
consequent measurements are performed on selected 
discrete frequencies. 
 The increase of frequency step converts the 
described method into traditional phase difference of 
arrival (PDoA) measurement. An extreme case of 
such approach with only three unequally spaced 
frequencies is described in [4]. 
 Another important feature of the measurement 
using discrete frequencies is that it does not need to 
be performed during a single tag answer. Every phase 
measurement can be done on a single tag reply, 
allowing longer averaging. On the contrary, 
continuous measurement needs to be done during a 
chirp with its length defined by 512 backscattered tag 
periods at most. 
 
 
 
 
 
 
 
 
 
 
 
 

5. CONCLUSION 
 
 In this paper, we have proposed a new approach 
to the estimation of RFID tag distance. Described 
method does not have problems with the phase 
ambiguity typical for PDoA measurements. 
 Several simulations have been done using the 
method of instantaneous frequency averaging. The 
accuracy of range estimation is very high even in a 
noisy channel. On the other hand, real measurements 
will naturally fight with multipath propagation and 
fading, which can decrease the accuracy remarkably. 
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Abstract—The paper gives an overview of phase based ranging 
techniques, focusing on the phase difference of arrival method 
measured in frequency domain (FD-PDoA). After a theoretical 
overview of distance estimation and localization, it introduces an 
experimental RFID front-end prototype used for FD-PDoA 
measurements. Proposed modular design is very flexible and 
allows easy replacement of any block, as well as direct access to 
all required low-level signals. The main part of the article is 
devoted to range estimation experiments in an anechoic chamber, 
using the developed front-end and signal processing in a PC with 
MATLAB. Several measurement problems are addressed, such 
as demodulator phase imbalance correction, wrapped phase 
recovery, etc. Ranging is performed with common passive EPC 
Gen2 RFID tags. 

Keywords–RFID; UHF; RTLS; ranging; FD-PDoA; EPC Gen2 

I.  INTRODUCTION 
Radio frequency identification (RFID) systems working in 

the UHF range (860 – 960 MHz) are primarily supposed to the 
identification of items and objects with RFID tags. There are 
many commercial applications and this technology is widely 
used now [1]. Real time locating systems (RTLS) may be 
employed to track the position of objects using these 
inexpensive tags. This paper describes the experiment with one 
of the ranging methods, based on a signal phase difference of 
arrival measured in frequency domain. 

For a traditional positioning in 2D space, we need to know 
at least three distances (trilateration) or at least two direction 
angles (triangulation), both measured from known locations. 
A good overview of positioning algorithms can be found in [2], 
[3]. The measurement accuracy of the distance or the angle is 
fundamental for precise spatial identification. 

There are several methods of distance measurement, 
required for trilateration positioning. The simplest and most 
common one is based on received signal strength (RSS). 
Although this method is implemented in some way on almost 
all RFID readers, the accuracy is usually not sufficient for 
reasonable range estimation, because it is strongly affected by 
the propagation environment. Typical ranging mean absolute 
error is over 1 m even for systems that use reference tags for 
propagation estimation, e.g., LANDMARC [4]. Better results 
can be obtained using methods based on signal phase 
measurement, exploiting the coherence of backscattered 
signal [5]. 

In this paper, we have focused on one of the phase 
difference of arrival (PDoA) methods. We present an 
experiment in anechoic chamber using common EPC Gen2 
tags, custom experimental RFID reader, digitizer system, and a 
signal post-processing in MATLAB. 

II. THEORY OF PHASE BASED RANGING 
Phase-based techniques of RFID ranging allow coherent 

signal processing and they achieve better performance than 
traditional RSS approach [2], [6]. On the other hand, simple 
phase-of-arrival measurement fights with phase wrapping. In 
the 900 MHz RFID band, the phase wraps during ca. 17 cm 
round-trip flight. It is therefore necessary to perform multiple 
measurements and use their phase difference only. 

A. Phase Difference of Arrival Method 
Traditional approach of PDoA ranging is based on a 

dual-frequency radar technique for range estimation [2]. 
Because of the phase wrapping, it is necessary to use at least 
three measurement frequencies [7]. 

Another method for phase wrapping elimination uses 
continuous-time frequency change realized by a linear FM 
chirp signal [8–10]. This time domain (TD-PDoA) 
measurement also allows the estimation of tag velocity 
vector [5], as it gives the Doppler shift information. 

Linear chirp needs to be fitted into tag harmonic 
transmission, which is quite short using standard EPC Gen2 
tags – 512 signal periods at the most using blank memory 
method described in [8]. This approach gives very high 
chirp rates with large sweep bandwidth necessary for 
reasonable measurement accuracy. It is therefore much simpler 
to perform multiple consequent measurements on discrete 
frequencies. 

B. Measurement in Frequency Domain 
The frequency domain phase difference of arrival 

(FD-PDoA) method features the robustness to signal strength 
variations and allows reliable ranging. The RFID tag must be 
stationary during the measurement. The range estimation using 
linearly spaced measurement frequencies is: 

 ,
4 corrl

f
cd −Δ⋅

Δ⋅
= ϕ

π
 (1) 
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where ϕΔ  is an average of phase change between consequent 
frequencies and lcorr is a distance correction, discussed later in 
Section IV. The estimation d therefore includes the real 
distance between a reader antenna and a tag, signal propagation 
delay in RFID front-end and antenna cable, and tag backscatter 
phase offset. The last two components are nearly constant and 
can be subtracted or calibrated out from the result, leaving the 
real range estimation itself. 

C. Positioning in 2D Space 
Using multiple receiving reader antennas, it is possible to 

simultaneously measure the distance from several points and 
perform the tag localization in 2D or 3D space. This method 
can also be accompanied by PDoA in spatial domain [5] to 
perform a triangulation and combine the localization result. 

Antenna configuration for the simplest multiple-input 
single-output (MISO) localization system is proposed in Fig. 1. 
The transmitter patch antenna is beaming to one side only, 
while the receiving antennas are omnidirectional. Using this 
setup, the signal propagation is not back and forth and the 
positioning circle transforms to an ellipse. 

 

Figure 1.  Localization using ellipses intersection in a MISO system. 

The tag can be localized in the intersection of two ellipses. 
Each ellipse is defined by its foci corresponding to the 
positions of TX and RX antennas and the major radius 
resulting from the measured distance. For the configuration 
with two RX antennas, there are two intersections of the 
ellipses. The correct solution can be selected using directional 
TX antenna as proposed above or using another RX input. 

Equation (1) can be simply adapted to a MISO system, the 
range estimation d is equivalent to the ellipse major radius a, 
i.e., d = a. Finding the intersections of two ellipses is a 
common geometrical problem [11]. 

Ranging method described later assumes traditional 
positioning with the measurement of round-trip distance, 
i.e., with one antenna for both TX and RX. 

III. EXPERIMENTAL SETUP AND MEASUREMENT 
The FD-PDoA distance estimation has been tested in an 

anechoic chamber (Fig. 2). Tag responses have been captured 
in the RFID band according to the US regulation, 
i.e., frequencies from 902 MHz to 928 MHz with 250 kHz step. 

Measurements have been performed using an experimental 
UHF RFID front-end with 23 dBm output power, connected to 
the Poynting PATCH-A0025 antenna. The overall block 
diagram of the measurement setup is in Fig. 3. 

 

Figure 2.  Measurement setup in an RF anechoic chamber. 

 

Figure 3.  Block diagram of the measurement system. 

A. Interrogator Testbed 
The front-end consists of three main blocks: front-end unit, 

power amplifier unit and circulator [12]. It is capable of 
operation in the frequency range from 860 to 960 MHz, which 
covers both the EU and the US bands for UHF RFID systems. 
The design is modular, i.e., each block can be removed or 
replaced by a new version (Fig. 4). It has been created on 
purpose of ranging experiments. 

Main front-end board is based on ADF9010 IC by Analog 
Devices [13], which comprises the frequency synthesis, TX 
quadrature modulator, external RX quadrature demodulator, 
and RX baseband filters with programmable gain and cutoff 
frequency. Conversion between RF signals in 900 MHz band 
and baseband I/Q signals is direct without any immediate 
frequencies. This concept ensures high linearity and low noise 
signal paths [14]. 

The carrier leakage into the RX causes a self blocker signal, 
which is inherent for all RFID reader systems. In this 
configuration, the self blocker is converted into DC offset at 
I/Q channels and can be filtered out. This is not possible by an 
application of multiple-IF receiver [15], [16], where the carrier 
cancellation is necessary for obtaining an optimal reception. 
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Figure 4.  Experimental UHF RFID front-end. 
 

The baseband RX functions include continuous time low 
pass filters with programmable cut-off frequency and a VGA 
with programmable gain from 0 to 24 dB in 3 dB steps [13]. 
Amplified and filtered baseband signal can be sampled by a 
high-speed AD converter and processed by an FPGA. 

For a simplified operation, we bypassed the external DA 
converter, so the modulator input has been connected directly 
to the output of an AVR microcontroller, effectively forming a 
simple 1-bit DA converter. The spectrum of transmitted signal 
will not comply with FCC standard requirements but this is not 
a problem for a laboratory experiment in an anechoic chamber. 

B. Measurement Characterization 
Tag responses have been captured on all 105 applicable 

frequencies, varying the distance between antenna and tag from 
zero to 2.4 m with 0.2 m step. The tag was placed on a simple 
nonconductive hung (Fig. 6). Measurements have been done 
using UPM ShortDipolex tags with NXP U-Code G2XM chips, 
which comply with EPC Class-1 Generation-2 UHF RFID 
protocol [17]. 

Data in I/Q baseband channels have been captured by a PC 
using GaGe CompuScope 12400 PCI bus 12-bit digitizer card 
with 20 MS/s sampling selected. 

 

Figure 5.  EPC Gen2 interrogation process with Query command. 

Fig. 5 shows a basic Gen2 inventory round. The tag 
population to participate in the round is selected at first, 
followed by the Query command. The tag responses with 
random number RN16, which should be acknowledged by the 
reader. After correct acknowledgement the tag backscatters its 

EPC and changes its inventoried flag. Another tag may respond 
to succeeding QueryReps in the inventory round. 

For the received signal phase measurement, it is sufficient 
to capture the response of one RFID tag only. Therefore it is 
necessary to transmit single Query command only (with Q = 0) 
and observe the RN16 response (highlighted in Fig. 5). As the 
internal protocol processing in the tag times out (T2 parameter 
in [17]), the Query (see Tab. 1) may be repeated without any 
other commands as many times as necessary. 

Fig. 8 depicts the transition between reader command and 
tag backscatter. Large DC offsets in both I and Q baseband 
channels produced by the downconversion of self-blocker 
signal are removed using AC coupling with manually triggered 
boost, which quickly charges the coupling capacitors to the 
desired common voltage level. The response starts with a pilot 
tone (140 periods of harmonic backscatter in total [8]) and 
continues with RN16 modulated using Miller-8 coding. 

 

Figure 6.  UPM ShortDipolex tag mounted on a positionable holder. 

 
TABLE I.  QUERY COMMAND STRUCTURE 

ASK data Parameter Description 

Tari = 25 μs Tari length 

RTcal = 75 μs R→T calibration preamble 

TRcal = 133 μs T→R calibration 

1000 Query Command ID 

1 DR = 64/3 BLF: 160 kHz (with TRcal) 

00 M = 8 Miller-8 coding 

1 TRext = 1 Use pilot tone 

00 Sel = All Don’t test SL flag 

00 Session = S0 S0 powers-on in A target 

0 Target = A Query A tags 

0000 Q = 0 One slot in the round only 

01011 CRC-5 CRC-5 over the Query 
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Signal phase information is calculated using RSS value 
measured at both in-phase and quadrature baseband channels 
(dashed lines in Fig. 9). As can be seen, there are two problems 
related to this measurement: excessive wideband noise 
corrupting lower values of RSS and phase imbalance between I 
and Q channels related to the demodulator. 

C. RSS with Goertzel’s Algorithm 
The output signal from quadrature demodulator is disrupted 

by noise but the beginning of the measurement signal is 
narrowband, as it consists of harmonic backscatter only. It is 
therefore possible to filter the pilot tone response in frequency 
domain. 

 

Figure 7.  Phase imbalance correction. 

 

Figure 8.  In-phase baseband signal received from the tag. 

 

Figure 9.  Raw RSS values for I/Q channel and the influence of RSS 
processing with Goertzel’s algorithm. 

Tag backscatter link frequency (BLF) is given by Query 
command specified in Tab. 1. For these parameters, the BLF is 
160 kHz ± 10% according to [17]. An effective way to measure 
the power of this frequency component is to use the Goertzel’s 
algorithm [18]. It computes a sequence s(n) using sampled 
signal values: 

 ( ) ( ) ( ) ( ) ( ),212cos2 −−−+= nsnsnxns πω  (2) 

where s(–2) = s(–1) = 0 and ω is the tested BLF frequency in 
cycles per sample. 

For the purpose of BLF signal strength measurement, we 
are only concerned with the corresponding power: 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ).122cos212 22 −−−−+−=′ nsnsnsnsXX πωωω  (3) 

The Goertzel’s algorithm is more efficient than the FFT 
when computing only a few DFT frequencies. It reduces the 
number of real-valued multiplications in comparison to the 
DFT equation. Solid lines in Fig. 9 show the normalized values 
of signal power computed using this algorithm. 

The RSS is an absolute value, which causes problems with 
phase calculation. It is desirable to recover RSS sign using the 
phase information contained in the baseband signal, as can be 
seen in the zoom in Fig. 8. The RSS sign is determined by the 
polarity of the first pulse. Final RSS values measurement after 
Goertzel’s algorithm processing and sign recovery is shown in 
Fig. 10. 

D. Phase Imbalance Correction 
In an ideal case, the phase of received signal at particular 

frequency is denoted by a simple inverse trigonometric 
function: 

 .arctan
Q

I

s
s

=ϕ  (4) 

The actual quadrature demodulator in the front-end unit 
together with its matching transformer and other circuits 
corrupts the ideal 90 deg phase shift between in-phase and 
quadrature channel, resulting in a rotation of Q axis from 
90 deg to an angle α. 

According to Fig. 7 we need to determine the angle φ from 
sI and sQ amplitudes: 
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which can be solved for φ: 
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Figure 10.  RSS values for I/Q channel after phase recovery. 

 

Figure 11.  Measured and recovered phase information of received signal. 

 
Figure 12.  Phase differentiation in frequency domain, averaging. 

 

The demodulator angle α between I and Q axes can be 
measured with an RF generator connected to the front-end 
input. Using an oscilloscope, we have measured the phase shift 
α = 79 deg for our system. 

E. Phase Recovery and Differentiation 
The phase of received signal is computed from I and Q 

amplitudes using (6). The range of principal value for 
arctangent is a periodical function, with period equal to 
180 deg. This overlapping can be easily unwrapped and the 
result is shown as a solid line in Fig. 11. The dashed line 
depicts the recovered phase from following steps. 

 

Figure 13.  Distance estimation results. 
 

A numerical differentiation (difference between consequent 
values) is computed and shown in Fig. 12. There are several 
samples more influenced by noise, typically when sI ≈ 0 or 
sQ ≈ 0. Finally, an average value is computed. 

IV. DISTANCE ESTIMATION RESULTS 
The distance estimation is calculated from the phase 

difference average using (1). The result includes the 
propagation through antenna cable, delays caused by RF part of 
the front-end, and phase offset of the tag backscatter. 

These factors are incorporated in lcorr correction distance. 
The measured correction has been obtained as an average of 
differences between measured and real distances. In our 
measurement setup the correction was lcorr = 5.42 m. It includes 
the propagation delay on antenna cable (physical length 2.06 m 
with velocity ratio 81%, i.e., electrical length 2.54 m), phase 
delay caused by the tag reflection (typical value ca. 1 m 
according to [19]), and various delays of the front-end, 
primarily of the power amplifier. 

Fig. 13 shows the results of range estimation for all carried 
measurements with altering distance between the antenna and 
the tag. The mean absolute error (MAE) of the range 
estimation was 0.14 m. Ranging inaccuracy is caused by 
several factors, such as variation of lcorr over frequency and 
temperature, non-ideal anechoic chamber etc. Initial 
measurements took place in near field of the antenna, where 
the phase recognition is problematic. 

The range measurements were repeated several times with 
very low variance (below 10% of ranging MAE). This implies 
that the error was not caused mainly by stochastic influences 
such as noise. 

V. CONCLUSION 
In this paper, we have focused on the phase of arrival 

ranging in frequency domain. The developed UHF RFID 
testbed has been presented. Using this system together with the 
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signal processing in MATLAB, we have done a set of 
FD-PDoA ranging estimations in the anechoic chamber. 

Similar measurements have been performed using modified 
commercial reader (Metra RFI21.1 [20]). The performance of 
this reader was inferior in comparison to our experimental 
interrogator, mainly because of very small shift between 
in-phase and quadrature demodulator channels at frequencies 
over 900 MHz. Moreover, the demodulator shift depended on 
both frequency and temperature, so there was no simple way to 
correct it. 

The presented ranging method gave reasonably accurate 
results in the anechoic chamber, where almost no multipath 
propagation takes place. In a real environment, the distance 
estimation will produce less accurate results. 

In the future work, we would like to add an FPGA signal 
and protocol processing to our experimental reader, develop 
the MISO architecture with multiple receiving antennas, and 
implement the localization in 2D space. It will also be 
necessary to address the problem of multipath propagation. 
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Abstract

Developers experience issues with the compatibility, connector size and robustness of electrical interface standards for CubeSats and
PocketQubes. There is a need for a lean and robust electrical interface standard for these classes of satellites. The proposed interface
standard comprises a linear data bus which is used for housekeeping data, internal commands and small-to-moderate payload data.
A community based analytic hierarchy process is used for the trade-off of design options, resulting in the selection of RS-485 as standard
data bus, mainly due to its low power consumption and high effective data throughput compared to other candidates. Several switched
and protected battery voltage lines are distributed from the central electrical power subsystem unit to the other subsystems to enable a
simple and efficient power distribution. The harness comprises a 14 and 9 pin stackable connector for CubeSats and PocketQubes,
respectively, occupying very little board space.
� 2018 COSPAR. Published by Elsevier Ltd. All rights reserved.

Keywords: CubeSat; PocketQube; Interfaces; Standard; Data-bus; Power distribution

1. Introduction

CubeSat and PocketQube Developers experience issues
with the compatibility, connector size and robustness of
electrical interface standards. This paper describes the pro-
cess towards a lean electrical interface for CubeSats and
PocketQubes which should tackle these issues. The primary
objective of this paper is to select an appropriate data bus
based on extensive analysis and (future) needs of satellite
developers. The secondary objective is to show targets
and aggregate results of prior studies towards the definition
of a lean electrical interface standard.

In this paper, the results of an extensive trade-off for the
electrical interfaces for PocketQubes and CubeSats are pre-
sented. The standard electrical interfaces typically comprise
one or more digital data busses used for the transport of
data between subsystem and power distribution lines.
Optionally, an electrical interface standard can also com-
prise lines for baseband radio signals, analogue signals
and general input/output.

Based on design targets specified in Section 1.2, an
appropriate standard data bus architecture is presented in
chapter 2. Chapter 3 describes the trade-off process and
chapter 4 provides trade-off results for the data bus. Chap-
ter 5 provides a brief analysis on power distribution. In
chapter 6 a new electrical bus interface standard for Pock-
etQubes and CubeSats is proposed, which is lean, facili-
tates efficient power distribution and ensures inter
subsystem compatibility. Finally, conclusions and a future
outlook is provided in chapter 7.
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1.1. Background

In a worldwide survey on CubeSat electrical interfaces,
it became clear that many CubeSat developers experience
issues with the de-facto standard electrical interface based
on the PC/104 connector, part of the PC/104 standard
and the I2C data bus (Bouwmeester et al., 2017). Docu-
ments which describe the pin allocation for PC/104 connec-
tors for CubeSats do not exist and it was previously found
that subsystems from different commercial suppliers use
different pin allocations (Bouwmeester and Santos, 2014).

A proposal for a dedicated CubeSat electrical interface
standard comes from UNISEC (Busch, 2015). It defines,
amongst others, a standard 50 pin stacked connector
between subsystems comprising power distribution at var-
ious voltage levels, several options for data interfaces
(I2C, UART, JTAG), reset lines and several General Pur-
pose Input/Output pins (GPIOs).

At this moment I2C is dominant in CubeSats. However,
many developers experience in-orbit issues with this bus
(Bouwmeester et al., 2017). Specifically, in-orbit bus lock-
ups of the I2C data bus, the large connector, lack of a clear
standardized power bus distribution and protection and
lack of a fixed pin allocation were identified as key issues.
The Delfi-C3 CubeSat suffered from a high bit-error rate
and bus lock-ups (Cornejo et al., 2009) with I2C in-orbit.
From these lessons learned, it can be concluded that the
theoretical behavior of a data bus does not always apply
in practice.

Another study proposes a split data and power interface
using daisy chained connections (Riot et al., 2014) and call
this the CubeSat Next Generation Bus (CNGB). For the
data interface, the CAN bus was chosen with the high level
of hardware supported features and extensive heritage in
the automotive industry as main reasons. Details on the
trade-off are, however, not provided. The paper mentions
extensibility to larger than-3U-CubeSats as one of the pro-
grammatic goals. The split data and power connectors in a
daisy-chained configuration is far from a small and lean
solution and would not be suitable for smaller CubeSats
or PocketQubes.

For PocketQubes, the only existing standard is PQ60
(Becnel et al., 2015). This standard is more clearly defined
than the PC/104 implementation on CubeSats. It defines
the connector, the pin allocation and the printed circuit
board outline. It supports several different power outputs,
SPI and I2C data interfaces and many GPIOs. It uses a
proprietary connector which is limited in current (0.2 A
per pin).

The literature described above shows that most used and
proposed electrical data busses are aimed at versatility,
leaving a large design freedom to the subsystem developers.
The disadvantage for these standards is that they do not
guarantee compatibility and are far from optimal in terms
of wiring harness. A lean standard with a minimum
amount of clearly defined interfaces would counter these
issues, but the lack of design freedom require a careful

trade-off of the data bus and architecture for power
distribution.

1.2. Design targets for a standard electrical interface

Following the findings described in Section 1.1, the
following top level targets for electrical bus interfaces have
been determined:

1. The interface is lean in volume and wiring harness.
2. The interface has a consolidated data bus and power

distribution allocation.
3. The interface supports expected future performance

demands.
4. The interface enables a high satellite power efficiency.
5. The interface is low in complexity.
6. The interface is expected to receive support in the

community.
7. The interface is robust and reliable.

2. Standard data bus architecture and candidates

Before selecting an appropriate data bus or busses for an
electrical interface standard, it is helpful to define a suitable
data bus architecture for a typical CubeSat or PocketQube.

2.1. Data bus architecture

For this study, it is assumed that both satellite form fac-
tors make use of a distributed computing architecture, in
which each physical subsystem of the satellite has its own
microcontroller (or processor) to manage the local func-
tionality. Some physical subsystems have components for
which a digital interface is required, such as temperature
sensors and reaction wheels. When they are physically
implemented on the same board, a local data bus can be
used, which can be of different kind and/or network topol-
ogy (e.g. SPI). A central Onboard Computer manages the
satellite by commanding the local microcontrollers and
acquiring (housekeeping) data. Very advanced concepts,
for example fractionated spacecraft or decentralized real
time operations without a master node (central OBC), is
considered out of scope for this study. While these concepts
may have potential in the future, it is unlikely that these
would receive wide community support in the short term.

For CubeSats and PocketQubes it is expected that for
housekeeping data and internal commands, a linear bus
connected to all physical subsystems will suffice. In a linear
bus network topology, the same set of wires or lanes are
used to connect multiple nodes on the bus together. This
is different from a point-to-point bus, which can only con-
nect two nodes together. A linear bus has the major advan-
tage for very small satellites that the amount of wiring is
limited when stacked connectors or some form of bus
backbone is used. Secondly, the pin-out is fixed for all

3424 J. Bouwmeester et al. / Advances in Space Research 62 (2018) 3423–3437



subsystems and the amount of potential nodes is not con-
strained by the amount of wiring.

A higher data rate of a linear data bus will support mod-
est payloads connected to the same bus, which maintains a
simple architecture. A linear data bus is, however, limited
in speed because of cumulative electrical capacitance on
the bus when adding nodes and the increasing demands
on all nodes in terms of clock frequency and data handling
capacity. Sophisticated and demanding payloads such as
optical instruments produce, besides some modest house-
keeping data, large amounts of payload data which may
need to be stored and sent to selected ground stations over
a high speed radio transmitter (Selva and Krejci, 2012). In
a study on CubeSat science missions (Poghosyan and
Golkar, 2017), it was found that high-speed radio links
up to 100 Mbit/s are currently commercially available
and being integrated in CubeSats. For these type of pay-
loads it is expected that point-to-point busses will be
required between the payload, potential data storage and
a high speed radio.

Wireless communication inside a CubeSat is not com-
mon(Bouwmeester et al., 2017), but a few experiments have
been performed with a wireless sun sensor (de Boom et al.,
2011) using a proprietary wireless standard. A custom opti-
cal variant of the CAN bus has even been demonstrated as
main data bus (Arruego et al., 2016). The advantages of
wireless communication become most apparent for sensors
which are remote from the internal printed circuit board
and could potentially be self-powered and thus completely
wireless (Amini et al., 2009), e.g. sun sensors. Wiring, in
this case, is typically a major burden. Whenever there is
potential for these sensors to locally power themselves,
wireless data busses may provide a great solution. In a pre-
vious study, Bluetooth 4.0 was evaluated as one of the cur-
rent best options (Schoemaker and Bouwmeester, 2014).
For data communication between the main subsystems,
where a wired electrical interface is required for electrical
power distribution, the potential reduction in wiring har-
ness is limited while complexity would increase.

Fig. 1 shows the proposed data bus architecture, which
is considered to be appropriate to fulfill the requirements of
many CubeSat and PocketQube missions in the near and
long term future. All subsystems and payloads connect to
a linear housekeeping bus which is mastered by the
Onboard Computer. Low speed payloads can use this
bus for payload data as well. Sophisticated payloads,
together with data storage and a high speed transmitter,
use point-to-point busses to make a high data throughput
possible while relieving the onboard computer for its criti-
cal tasks. Remote self-powered wireless sensors connect to
the OBC and/or ADCS through either wireless links or
dedicated local data bus branches. It should be noted that
individual CubeSats and PocketQubes can deviate in terms
of amount and types of physical subsystems. The central-
ized concept, where the OBC manages the satellite as a
master device is a starting point for further analysis. In this
architectural concept the OBC can still be physically

relocated, physically combined with other subsystems or
taken over by a redundant backup system.

2.2. Linear housekeeping data bus candidates

The primary focus for this study is currently on data
busses which are specified by a physical layer (ISO layer
1). As the number of existing busses and their variants is
large, first a selection has been applied based on the targets
described in Section 1.2. Next to these targets, only data
busses which are widely applied in terrestrial environments
are considered. CubeSats and PocketQubes benefit from
the associated wide availability of commercial integrated
circuits, test equipment, documentation and user support
for these data busses.

The candidates considered for the linear housekeeping
data bus are: Inter-Integrated Circuit (I2C), differential
I2C, Controller Area Network (CAN) and Recommend
Standard 485 (RS-485).

I2C is a single ended synchronous bus: it has clock and
data lines (Leens, 2009). The lines are actively pulled high
by a resistor (typically 4.7 kX) and have to be pulled low
by its controller for communication. When applied in a
small satellite, bus buffers need to be added to be able to
isolate unpowered subsystems from the main data bus.

I2C can be made differential by replacing the bus buffers
by a dedicated differential driver (NXP Semiconductors,
2016), which yields four lines in total. As this is an easy-
to-implement feature that slightly deviates from the stan-
dard while improving the robustness of the bus, this variant
is added even though it is not widely implemented yet.

CAN is an asynchronous differential data bus developed
for the automotive industry (Lawrenz, 2013). Some micro-
controllers include a CAN controller, but most require an
external controller connected to a local data bus that is
supported internally by the microcontroller (e.g. SPI). An
external differential driver is required in both cases.

RS-485 is an asynchronous differential data bus. It uses
the Universal Asynchronous Receiver Transmitter
(UART) that can be found on almost every microcon-
troller (Soltero et al., 2010). A dedicated external differen-
tial driver is required to make a RS-485 bus. This bus is the
only one of the four options which is only specified on the
physical layer and not on the higher OSI (Open System
Interconnection) layers.

3. Trade-off process for housekeeping data bus

This chapter describes the trade-off method, criteria, test
setup and community survey input.

3.1. Trade-off method

Trade-offs with multi-disciplinary criteria are sensitive
to errors and subjective scoring and weighting. Further-
more, a typical pitfall is to assign scores relative to the
option space rather than the overall project or system
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scope. For example: a component trade-off leads to the dis-
covery of several options ranging from € 2 to € 20. If the
option space would be used to define a linear scoring range
from 1 to 10, the individual score would be equal to the
component cost divided by € 2. The cheapest option
receives a score of 1 and the most expensive receives a score
of 10. This may make sense for a € 100 mobile phone, but
not for a 100 k€ satellite project.

Methods dealing with some of the sensitivities of trade-
offs exist, such as the well-established Analytic Hierarchy

Process (AHP) (Saaty, 2008). This method provides a
structured approach to derive criteria, relative weighting
of these criteria and the grading of all options for each cri-
terion. Saaty, however, also states that the interpretation of
an option within a certain criteria, even if these itself are
objective facts, is always subjective. The AHP method uses
pair-wise comparisons between criteria and options to sim-
plify the choices for the user. The fundamental scale used
for these comparisons is presented in Table 1. Each pair-
wise comparison enters together with its reciprocal in an

Fig. 1. Proposed data bus architecture (example).
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n x n matrix, where n are the amount of options. When the
table is filled, the normalized eigenvector of the matrix is
calculated to provide the resulting priorities (weights) for
the options. Different weights to multi-disciplinary criteria
can lead to the most acceptable compromise between differ-
ent subjective perspectives. While weighting between crite-
ria are, per definition, subjective and require only high-level
expertise, grading can be based on facts and requires more
detailed insight into the topic. For the trade-off of the
housekeeping bus it was chosen to derive the criteria and
setup a grading table for the options per criterion between
the authors of this paper and reviewed by several staff
members at TU Delft with data bus experience. For the
weighting between all criteria and the scoring of some cri-
teria, the community is involved in the AHP using a ques-
tionnaire as elaborated in Section 3.5.

3.2. Derivation of trade-off criteria

In Fig. 4 a first derivation of trade-off criteria is pre-
sented, which come from the design targets described in
Section 1.2.

Some of the identified criteria are omitted after theoret-
ical analysis. These boxes are marked solid grey in Fig. 2
and the number between brackets refer to the following
reasons:

1. These criteria are not considered to be very important.
A housekeeping data acquisition and commanding cycle
in the order of 1–10 Hz, managed by the Onboard Com-
puter as master, is a typical approach (Bouwmeester
et al., 2007) that works very well and does not require
low latency or multi-master support.

2. The difference between the data bus options for these
criteria are considered to be too small or out of
scope. RS-485 supports 32 nodes and the others even
a few hundred. RS-485, CAN and I2C require 2
wires and dI2C just 4. For all busses, the required
integrated circuits are widely available from different
manufacturers and are all very low in cost (a few
€/US$).

3. There is no good metric or data available for these crite-
ria. For complexity of integration, there is too limited
community experience for RS-485, dI2C and CAN to
aggregate subjective input. Sufficient statistical input
for these busses is also missing for in-orbit reliability,
which would give I2C an unfair disadvantage
(Bouwmeester et al., 2017).

As a next step, initial laboratory tests (see Section 3.4)
have been performed to discover if the derived criteria
can deliver appropriate results which can be used for com-
parison with a reasonable amount of effort. This lead to a
further reduction in criteria after practical analysis, for
which the boxes are marked patterned grey for the follow-
ing reasons:

4. Continuity as criterion refers to the ability of the data
bus to operate continuously with bus lockups or other
events which cause temporary unavailability of the
bus. The chosen metric for this is the amount of disrup-
tive events per time unit, in which less than once per 24 h
would receive the highest grade. In the initial tests all
four data busses did not show any such disruption, even
when subjected to electromagnetic interfere (see next
point).

Table 1
Fundamental scale for pairwise comparisons in AHP (Saaty, 2008) schoe.

Intensity of importance Definition Explanation

1 Equal Two elements contribute equally to the objective
3 Moderate Experience and judgement moderately favor one element over another
5 Strong Experience and judgement strongly favor one element over another
7 Very strong One element is favored very strongly over another, its dominance is demonstrated in practice
9 Extreme The evidence favoring one element over another is of the highest possible order of affirmation
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5. Error rate as criterion refers to the number of (bit)
errors per number of transactions or bits. The chosen
metric was the Packet Error Rate (PER) which could
be discovered by a check of the CRC in each transac-
tion. A packet error would indicate one or more bit
errors within the transaction. A PER of less than one-
in-a-thousand would receive the highest grade. All four
data busses were tested for about 30,000 transactions
each. In ambient conditions none of them showed
packet errors. Tests have also been performed at high
computational load on the microcontrollers (continu-
ously calculating pi) and when the microcontrollers
receive interrupts (up to 1000 Hz with high interrupt pri-
ority). In all those tests, no packet errors have been
detected. Finally, tests have been performed by injecting
simulated Electro Magnetic Interference (EMI). First by
a direct injection of white Gaussian noise on the bus
lines with capacitive coupling and a signal generator.
All data busses withstood a noise injection up to 0.8 V
RMS without any packet errors, but it must be noted
that the peak-to-peak voltage levels generated by the
used signal generator are, in this case, already beyond
10 V. This is significantly higher than the signal refer-
ence level of 3.3 V used by all data busses and beyond
the electrical specification of their integrated circuits.
Only at even higher noise levels, the busses showed
packet errors and lock-ups. Lab experiments with a
spare model of Delfi-C3 and subsystems of Delfi-n3Xt
(specifically the reaction wheels and magnetorquers)
showed noise levels below 1 V. These satellites are not
representative for all CubeSats and PocketQubes, but
show that a sample selection of a few subsystems is
not appropriate to identify EMI sources which do
results in disruptions and communication errors. Other
tests were performed to simulate power transients on
lines with switching currents of several amperes, includ-
ing in-rush currents of several tens of amperes. In all
cases, there were no packet errors discovered. After sev-
eral experiments it became clear that all busses are resi-
lient to a significant amount of noise. Still, there is
insufficient knowledge of EMI levels, characteristics
and test methods which would be appropriate to simu-
late a wide scale of PocketQube and CubeSat configura-
tions including more ‘‘exotic” components (e.g. pulsed
plasma thrusters) within a reasonable amount of effort.
It is therefore decided to omit test-based inputs for error
rates and only focus on inherent robustness properties
of the data busses themselves.

The experiences with the test setup are not in line with
the in-orbit experiences with the I2C data bus as described
in Section 1.1. During the development of the test setup
and even the initial EMI testing, bus lock-ups and signifi-
cant errors appeared on all tested busses. This resulted in
the discovery of several flaws in the software drivers of
the test setup which have been corrected appropriately.
The test setup used for this paper is based on all the same

microcontrollers and the software is extensively debugged,
which is different than for Delfi-C3 and potentially also for
other flown CubeSats. In the specific example of Delfi-C3,
it was found that the clock speed of the microcontrollers,
the I2C software drivers and differences between the I2C
hardware drivers within the microcontrollers have caused
disruption and significant error rates (Cornejo et al.,
2009). It is expected that I2C problems on Delfi-C3 could
have been solved before launch but would have required
extensive testing, debugging of software and even changes
to the hardware. The experiences show that in-orbit expe-
riences cannot directly be projected to the intrinsic reliabil-
ity of a data bus and that a fair comparison on reliability
can only be performed if the both hardware and software
are extensively tested and corrected for development errors
and/or inadequate choices for relevant components.

The remaining criteria are worked out further and for
some sub-criteria are added. Fig. 3 presents the final
trade-off criteria tree for choosing a data bus.

Effective data throughput refers to the maximum
amount of data which can be transferred over the bus from
the master (OBC) to the slaves and back. It is the sum of all
message content over the bus, excluding addressing, proto-
col overhead and timing delays.

The power consumption of the linear data bus is depen-
dent on the number of nodes and the data throughput. As
this may vary between missions, three reference use cases
for the linear data bus have been defined:

Basic: a satellite with 5 subsystem nodes with a data and
command cycle of 1 Hz. Payload could be a very low
data rate sensor or a technology demonstration of (part
of) a subsystem.
Moderate: a satellite with 9 subsystem nodes with a data
and command cycle of 1 Hz. Payload could be similar to
the basic case or could be sophisticated using dedicated
point-to-point data bus(ses) as depicted in Fig. 1.
Advanced: a satellite with 9 subsystem nodes at a rela-
tively high data rate compared to the basic and moder-
ate case. The high data rate can be attributed to a
significantly higher data and command cycle and or a
payload with moderate data rate which does not yet jus-
tify a dedicated point-to-point data bus. The effective
data rate is fixed to approximately 250 kbit/s for this
case, which was expected to be supported by the four
chosen options.

The robustness features are EMI susceptibility and level
of hardware control. The best attribute to judge EMI sus-
ceptibility on, based on the four options, is the difference
between non-differential (I2C) and differential (dI2C, RS-
485 and CAN), where the latter is generally less susceptible
due to common mode noise rejection. Testing under nor-
mal conditions did not show any errors including for regu-
lar I2C. More intense EMI environments are unknown, so
there is no quantitative metric based on value input possi-
ble for this criteria. It is therefore chosen to ask the com-
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munity on their judgement, using the fundamental scale of
AHP to determine the relative grades. For the level of
hardware control, pairwise comparisons between three
levels have been used:

� large part of the data protocol and potential error detec-
tion and failure handling needs to be implemented in the
software (RS-485)

� a hardware controller for the full data protocol, but
where the potential error detection and failure handling
needs to be implemented in the software (I2C & dI2C)

� a hardware controller for the data protocol including
internal error detection, correction and failure handling
(CAN)

RS-485 required the full data protocol and any software
error detection and correction to be fully implemented in
software. The UART and the differential driver only pro-
vides the physical layer. This means that the microcon-
troller needs to allocate relatively the highest amount of
resources to the data bus and potential software bugs or
interrupt/state control within the microcontroller could
more easily lead to anomalies on the data bus compared
to hardware control. I2C and dI2C do have the data proto-
col defined and implemented in the hardware controller.
This will offload the microcontroller and is less prone to
software bugs. CAN even has error detection and correc-
tion included in the hardware controller, which would
make it most robust in this respect. However, the state-
ments above are only true if the hardware controller has
no flaws in the state-machine. Practical experience with
I2C shows that this is not always the case (Cornejo et al.,
2009) and the high amount of bus lockups experienced
by developers in orbit (Bouwmeester et al., 2017) may be
an indication of a larger problem. Given the high degree
of subjectivity in this matter, grading for this criterion is
again based on the community judgement in pair-wise
comparisons.

Finally, the legacy support of the data busses are taken
into account. One sub-criterion is the commercial subsys-
tem support. The rationale is that, of all available commer-
cial subsystems, one can more easily and quickly adopt the

wiring interface if the data bus is already supported. Alter-
natively, one can use a relatively simple interface-to-
interface connector for the new proposed electrical inter-
face standard compared to a situation where the subsystem
does not yet support this data bus. The second sub-
criterion is the flight heritage, which is based on the results
of a survey performed on CubeSats (Bouwmeester et al.,
2017). Both criteria are value based, but in terms of relative
grades they do not have a direct technical impact on the
satellite such as the effective data rate or power consump-
tion. Therefore the community is asked to define the grad-
ing range for each.

3.3. Grading for final criteria

As next step, the grading is determined for the trade-off,
which is presented in Table 2. The grade ranges for criteria
using quantitative input are based on internal experience as
well as studies of worldwide CubeSats (Bouwmeester and
Guo, 2010).

The AHP method uses normalized grades and weights in
which the individual grades for the options and the weights
of the criteria need to add up to 1. Therefore, some of the
grades from Table 2 need to be normalized before entering
the next step of the trade-off. It also should be noted that
community experience for CubeSats is also considered as
input for PocketQubes as it involves flight heritage on very
small satellites and public documentation on implementa-
tion lessons learned.

3.4. Housekeeping data bus comparative test setup

This section describes the final test setup for the input
for grading effective data throughput and power
consumption.

The test setup comprises up to nine Texas Instrument’s
MSP432 microcontroller development boards. The
MSP432 is a modern microcontroller which is chosen as
the default controller for the Delfi-PQ PocketQube of TU
Delft due to its low power over computational load ratio.
The data bus specific hardware is placed on daughter
boards which can be stacked on top of the development
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Fig. 3. Final criteria tree for trade-off.
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boards. A ribbon cable connects all boards. The power
consumption is measured at the input power which is run
to all boards by means of a high precision current meter.
Before each test, the power consumption of each develop-
ments board is measured without the daughter boards.
This value is subtracted from the measured power during
the data bus tests. The complete setup is shown in Fig. 4.

For I2C, the dedicated internal controller on the
MSP432 is used and a data bus buffer is added per board.
The circuit is represented in Fig. 5. For differential I2C, the
data bus buffer is replaced by a dedicated differential driver
as shown in Fig. 6. For RS-485, the UART of the MSP432
is used and a dedicated differential driver is added to the
UART as shown in Fig. 7. For CAN, both an external con-
troller and a driver are required as shown in Fig. 8. CAN is
the only data bus under consideration which is not sup-
ported with an internal controller onboard the microcon-
troller chip. It has to be noted that there are some

Table 2
Grading table for linear housekeeping data bus.

Criterion Grade

Effective Data Throughput ¼ D
1000 kbit=s

where D = effective data throughput
if D < 6 kbit/s? reject option

Power Consumption ¼ 1� P
T

P = total power consumption for data bus
T = threshold
For PocketQube/CubeSat:
Tbasic = 50 mW/200 mW
Tmoderate = 100 mW/400 mW
Tadvanced = 200 mW/800 mW
if P > T? reject option

Robustness Features
Legacy Support

Fully AHP survey based, see Section 3.2
¼ 1þðS�1Þ�I

Sþ1

S = AHP scale factor, see Table 1
ICOTS S/S support = implementation rate fraction on commercial
CubeSat or PocketQube subsystems in which a standard UART
support counts half for RS-485 and regular I2C counts half for dI2C
Iflight heritage = implementation rate fraction on CubeSats from survey
(Bouwmeester et al., 2017)

Fig. 4. Test setup for data bus characterization.

Fig. 5. I2C circuit.

Fig. 6. dI2C circuit.
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microcontrollers available with internal CAN controllers.
This may positively influence the power consumption, but
this will limit the choice of microcontrollers severely and
may require major adaptations of existing subsystem
designs. For all data busses, a list of potential components
are selected which operate at 3.3 V level. From this list, the
ones with the lowest power consumption according to the
manufacturer specification is selected out of a list of
options from different manufacturers. For all busses, bias
and termination resistors are chosen following the recom-
mended specification to ensure optimal behavior and noise
rejection.

For testing the power consumption and throughput effi-
ciency, a reference case communication scenario has been
established in Table 3 which is based on both the architec-
ture and example provided in Fig. 1. It is assumed that this
standard communication set is cyclic at 1 Hz. The data
packet size are based on experience with Delfi satellites
and commercial CubeSat hardware. Large packets, not
supported by a data bus (e.g. CAN), will be broken up in
sequential packets.

While the reference communication set is a realistic rep-
resentation of the architecture and subsystem structure

provided in Fig. 1, it does not apply for satellites with mod-
est payloads that may not require dedicated payload data
busses. Also, the frequency of 1 Hz is arbitrary and can
be higher or lower depending on the specific needs of the
mission. To determine the maximum effective throughput
of the data bus, the set in Table 3 is simply looped contin-
uously without pause. For satellites with payloads using
relatively large data packets, the average overhead may
decrease and thus the effective throughput maybe higher.
It is, however, expected that the variations for different sce-
narios will not lead to very large deviations in outcome and
will be even more marginal, in a relative sense, between
data busses.

3.5. AHP questionnaire for community input

A questionnaire has been set up and sent in March 2017
to 36 and 453 members of the PocketQube and CubeSat
community respectively. It has been decided to keep these
communities separate, as the characteristics of these two
different form factors are very different (in terms of volume,
power, sophistication of payloads, flight heritage, etcetera).
The questionnaire was sent out in March 2017 and had a
response of 34 participants from the CubeSat community,
representing 30 different development parties from around
the world. Likewise, there were 15 participants representing
10 different development parties from the PocketQube
community.

All questions provide input for the mutual weighting of
sub-criteria followed by the main criteria in pair-wise com-
parisons using the AHP scale (see Table 1). Some of the
final grades and all mutual weights are determined using
the input and an Excel-based tool (Goepel, 2013) that cal-
culates the AHP output.

Fig. 7. CAN circuit.

Fig. 8. RS-485 circuit.

Table 3
Reference communication set for linear housekeeping data bus.

Source node Recipient node Size [bytes]

1. OBC 3. EPS 2
3. EPS 1. OBC 30
1. OBC 4. ADCS 2
4 ADCS 1. OBC 120
1. OBC 6. GNSS 2
6. GNSS 1. OBC 30
1. OBC 7. Propulsion 2
7. Propulsion 1. OBC 10
2. OBC 2. H/K radio 2
2. H/K radio 1. OBC 10
1. OBC 5. payload 2
5. Payload 1. obc 10
1. OBC 9. Data storage 2
9. Data storage 1. OBC 10
1. OBC 8. P/L radio 2
8. P/L radio 1. OBC 10
1. OBC 9. Data 250
1. OBC 2. H/K radio 250

Total of node 1–5, 9 packets: 428

Total of node 1–9, 18 packets: 746
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4. Housekeeping data bus results

4.1. Power consumption

The test results on the power consumption of the data
busses are presented in Figs. 9 and 10. The graphs shows
the total power consumption of each data bus for the
amount of bus nodes attached. The standard deviation
between the four independent test runs for all test points
is 6.5 mW. The confidence interval can be determined by:

�x� z�
rffiffiffi
n

p ;�xþ z�
rffiffiffi
n

p
� �

ð1Þ

where
�x = mean
z* = confidence interval index
r = standard deviation
n = number of measurements

The 95% confidence interval (z* = 1.96) for the four test
runs (n = 4) is +/� 6.4 mW for the data presented in Figs. 9
and 10.

For the trade-off, the input data are taken from the 5
node and 9 node points in Fig. 9 and the 9 node points
from Fig. 10. The values are presented in Table 4. The ref-
erence use cases are described in Section 3.2 and elaborated
in Section 3.4. The power consumption for 9 nodes at the
maximum data throughput is also provided.

The grades are calculated by entering the data from
Table 4 into the grade equation in Table 2. As a next step,
the grades have been normalized to the sum of one
(required by AHP) and are subsequently multiplied by
the calculated relative weights per participant following
from the community survey. This yields individual priori-
ties (grades) for the criterion of power consumption. For
CubeSats, the mean weight of all participants are 0.29 for
the basic, 0.31 for the moderate and 0.40 for the advanced
use reference case. For the PocketQubes these are 0.42,
0.16 and 0.42 respectively. The priorities are presented in
Fig. 11 which shows a boxplot for the spread of individual
priorities. The end of the legs show the minimum and

maximum, the end of the boxes show the first and third
quartile of all participants and the line in the middle shows
the median. Additionally, the cross shows the mean of all
participants and the dot shows the relative amount of par-
ticipants for which the specific data bus received the highest
priority.

From Fig. 11 it can be concluded that for PocketQubes,
RS-485 has a clear advantage over the other busses. CAN,
on the other end, does not meet the rejection threshold and
should therefore be omitted as option for PocketQubes.
Because of limitations of the AHP method, it still is
included in the final trade-off with the grade for this crite-
rion set to zero. For CubeSats, the spread of priorities for
this criterion is significantly less, which can be explained by
the higher reference power levels as presented in Table 2.
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Table 4
Power consumption for the trade-off use reference cases.

Use case Power consumption [mW]

I2C dI2C CAN RS-485

Basic 52 36 139 9
Moderate 95 63 268 11
Advanced 141 153 362a 59
Maximum 139 154 318 108

a Extrapolated from maximum data rate of 136 kbit/s and idle
consumption.
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Fig. 11. AHP priorities on power consumption.
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4.2. Effective data throughput

Table 5 provides the effective data throughput at the
advanced reference case which is used for input of the
trade-off. The initial grades based on Table 2 are normal-
ized to calculate the AHP priority.

I2C, dI2C and RS-485 both have a theoretical calculated
data efficiency of about 80% for the communication set in
Table 3. The measured efficiencies are lower, which can be
attributed to the latencies of about 20% of total transaction
time within the microcontroller of handling the data.

One of the reasons for the relatively low effective data
throughput and also low data efficiency of CAN be found
in the protocol overhead. A CAN frame with the maximum
of 64 bits of message content is, in total, 114 bits (for the
base frame format) including protocol overhead, so the effi-
ciency is at best 56%. For a small 16-bit message, the total
CAN frame is 66 bits, yielding an efficiency of 24%. Due to
Non-Return-to-Zero (NRZ) encoding, bit stuffing is
needed, which reduces efficiency up to 20%. The expected
data rate in Table 5 is based on the communication set in
Table 3 and 10% bit stuffing. Including the probable
latency factor of the microcontroller, one would still expect
an efficiency of approximately 40%. The best explanation
for the gap between theory and test results are the latencies
caused by the additional SPI interface between the micro-
controller and the CAN controller. There is thus a poten-
tial gain in effective data throughput if internal
controllers are used. The sensitivity of final trade-off for a
theoretical improvement up to 400 kbit/s for CAN is inves-
tigated in Section 4.5.

4.3. Robustness features

For determining the priorities on the main criterion ‘ro-
bustness features’, the AHP community survey is used for
prioritization of the sub-criteria. This is explained in Sec-
tion 3.2. The priorities are shown in Fig. 12. CAN receives
the highest priorities since it is a differential bus and has a
high degree of hardware control. The mean relative weight-
ing between the two sub-criteria is almost equal for Cube-
Sats and PocketQubes, leading to a balance between I2C
and RS-485 and a slight advantage for dI2C.

4.4. Legacy support

The input used for the legacy support is presented in
Table 6. For CubeSats, a wide survey of the market has
been performed within this study with a large variety of

commercial suppliers and (for each supplier) different sub-
systems. In total 56 different main physical subsystems
coming from 23 different manufacturers have been selected.
For the grade input, dI2C receives 50% of result for I2C
support and whenever UART is mentioned instead of
RS-485 explicitly, this is counted for 50% as well. The
rationale is that the change from I2C to dI2C and generic
UART to RS-485 require small modifications for which a
major part of the legacy support is maintained. For Pock-
etQubes, only 3 commercial systems were found. This is
very low, making this a sensitive input for which the impact
on the final result will be checked.

For this criterion, the grade input data is scaled to the
AHP range as determined from the survey (see Table 2).
The priorities for the legacy support are provided in
Fig. 13. I2C receives the highest priorities, which can be
explained by the input data. However, the levels of priori-
ties are reduced in range compared to the input values as
for both sub-criteria and both satellites form factors, the
mean importance is rated moderate to strong. Some partic-
ipants have given equal priority to each level of support,
which is the reason that I2C does not score 100% of the
received highest priorities.

4.5. Final trade-off

Finally, the weights between the four main criteria are
determined using the AHP community survey and pro-
vided in Fig. 14. The relative priority of each criterion is
multiplied by its relative weight and summed for each
option, leading to the final priorities as provided in Fig. 15.

For PocketQubes, RS-485 received the highest priority
for 12 out of 14 participants. This is explained by the high

Table 5
Effective data throughput at advanced reference case.

Data bus Baud rate of controller Expected data efficiency Measured effective data throughput Data efficiency AHP priority

I2C 400 kHz 80% 248 kbit/s 62% 0.20
dI2C 400 kHz 80% 258 kbit/s 65% 0.21
CAN 1 MHz 51% 136 kbit/s 14% 0.11
RS-485 1 MHz 79% 600 kbit/s 60% 0.48
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relative weight for power consumption in combination with
the high relative priority on this criterion for RS-485.

For CubeSats, RS-485 also received the majority of
highest priorities (19/34), followed by CAN (11/34). For
CubeSats the criterion ‘robustness features’ received a high
weight, which is in favor of CAN. Still, the combined
weights on effective data throughput and power consump-
tion and the relative good performance of RS-485 on these
aspects swings the trade-off for many participants towards
this data bus.

As mentioned in Section 4.4, the trade-off is potentially
sensitive to the limited available commercial subsystems for

PocketQubes for this study. If the sub-criterion would be
omitted, the final priorities only changes slightly in favor
of CAN and RS-485 while the distribution of highest prior-
ities over the data bus options remain the same.

As mentioned in Section 4.2, the effective data through-
put of CAN in the test setup has been found to be signifi-
cantly lower than expected. If this data rate would be
improved to a theoretical data rate of 400 kbit/s, CAN
would receive the highest priority by 13 out of 34 partici-
pants for CubeSats, while RS-485 would drop to 16 out
of 34 participants. For PocketQubes, there is no effect on
the final outcome of highest priorities.

5. Electrical power distribution

In a previous study on the distribution of electrical
power in CubeSats (Bouwmeester and Santos, 2014), the
following conclusions and recommendations for a new
interface standard were made:

� Limit the amount of supply voltages and fix the topol-
ogy for all subsystems.

� Limit the amount of conversion steps needed.
� Fix the pin definitions such that incompatibility cannot
occur.

� Fix the range of variable bus voltages, which is e.g. used
by the battery.

� Use flex-rigid wiring in combination with side-mounted
connectors to save board space.

The study concludes with two suggested options, of
which the most simple and power efficient solution (based
on the design targets in Section 1.2) is chosen for the pro-
posed interface standard in this paper. In Fig. 16, a sche-
matic overview of the power distribution is presented in
which the unregulated battery bus is distributed via 4 or
8 configurable current protected switched outputs. Regula-
tion occurs at the subsystems locally.

Single event upset and software state errors can lock up
a data bus or halt the operations of the OBC. In the current
philosophy, subsystem redundancy concepts are omitted.

Table 6
Grade input data for data bus legacy support.

CubeSat flight
heritage
(n = 56)

CubeSat
commercial
subsystem
support
(n = 52)

PocketQube
commercial
subsystem
support
(n = 3)

I2C 78% 40% 60%
dI2C 39% 20% 30%
CAN 5% 20% 0%
RS-485 4% 20% 10%
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Fig. 13. AHP priorities on legacy support.
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The central EPS can solve some issues with a power cycle
of the full satellite, either at a default fixed interval (e.g.
once per day) or when it does not receive e.g. a repeating
synchronization message for a while from the OBC. Still,
such methods do not mitigate all errors, such as on the cen-
tral EPS itself. A reset line from the primary radio receiver
to the EPS is recommended. The radio receiver should be
able to decode a reset tele-command and pull the reset line
high. The line is pulled low by a resistor and a decoupling
capacitor near the input at the central EPS unit. At the cen-
tral EPS, the power of the EPS microcontroller and all dis-
tribution lines are taken down for a few seconds to enforce
a true power cycle of all systems.

6. Proposed electrical interface standard

Based on the trade-off results on the data bus and the
analysis on the power distribution as well as the design tar-
gets stated in Section 1.2, the simplest solution for an elec-
trical interface standard is defined and presented in Fig. 17
and Table 7. For the PocketQube, a 9 pin interface connec-
tor is defined (the first 9 pins in the figure) and is called
PQ9. For CubeSats, a 14 pin connector is defined in similar
fashion, by adding 4 power distribution lines, and is called
CS14. The first nine pins of CS14 are similar to PQ9, but
due to the different voltage range, not identical. However,
since the power distribution requires local regulation, it is
very well possible that the local DC-DC convertors can
handle the entire input range from 3.0 to 8.2 V. This would
create an opportunity to easily create a CubeSat version of
a PocketQube system or to stack several of these Pocket-
Qube boards on a CubeSat motherboard.

In a previous study (Bouwmeester et al., 2017), a flex-
rigid backbone in combination with side-mount connectors
was suggested for wiring harness with main rationale to
limit the amount of board space. However, since the num-
ber of pins selected in this paper is very low, such a solution
would not be optimal in terms of board space. The final
type of connectors and/or wiring harness chosen is a single
row 2 mm pitched stackable pin header connection. These

connectors are low in cost, available in different stack
heights, sold by different manufacturers and proven in
space since they are very similar to the PC/104 connector.
The mechanical outline of the printed circuit boards for
PQ9 and CS14 are shown in Figs. 18 and 19. A hardware
example of PQ9 is provided in Fig. 20. When comparing
PQ9 to PQ60 it has about 15% of the pins and 30% of
the connector footprint area. For CS14 compared to
PC/104 this is 13% and 8% respectively.

7. Conclusions and outlook

A proposal for an electrical interface standard for Cube-
Sats and PocketQubes has been established. The main tar-
get is towards a lean standard which meets expected future
demands as opposed to existing versatile standards which
exhibit the risk of incompatibility between subsystems from
different developers.

Based on the defined set of selection criteria, community
survey input and the AHP trade-off method, RS-485 is
favored as housekeeping data bus for both PocketQubes
and CubeSats. Tests results show that it outperforms I2C,
dI2C and CAN in terms of power and effective data
throughput. In terms of robustness features, it comprises
differential signaling, but a low level of hardware control.
In terms of legacy support is scores relatively low, but this
is a criterion which can easily be improved in the future if
the proposed electrical interface is adopted by multiple par-
ties. For a future study it is recommended to test the RS-
485 bus for very high data rates such that it can be used
as a point-to-point payload data bus for demanding pay-
loads (or RS-422, which is very similar in point-to-point
configuration), data storage and high speed radio transmit-
ters. Also, it is recommended to perform in-orbit tests with
self-powered sensors over a wireless Bluetooth Low Energy
connection to be able to reduce wiring harness to compo-
nents which cannot be integrated in the internal stack of
subsystems.

Power distribution can best be done by supplying the
unregulated battery voltage over switched and protected
lines to (groups) of subsystems. This limits the number of
pins used and reduces conversion losses. Power protection
features and duty cycling of subsystems to save power can
be implemented at the central EPS unit. Together with the
chosen data bus, this yields a 9-pin (PQ9) and 14-pin
(CS14) standard electrical interface for PocketQubes and
CubeSats respectively. PQ9 has only 15% of the electrical
interface lines compared to PQ60, CS14 only 13% com-
pared to PC/104. This saves in both cases significant board
space, but more importantly leads to a very lean interface
which with a lower risk for incompatibilities between phys-
ical subsystems. However, it comes at the cost of versatility
and developers freedom.

An important assumption made in this study is that
CubeSats and PocketQubes do not use redundancy for
main subsystems. While the proposed interfaces do not
prohibit this per se, the lack of a redundant data bus andFig. 16. Power Distribution Schematic Overview.
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the limited amount of power distribution lines make a true
single-point-of-failure free design impossible. A follow-up
study is recommend to investigate the impact on the
overall reliability for these small satellites under these
assumptions.

A topic not addressed in this paper is the development
of (mega) constellations of very small satellites. Present
day examples are the Flock CubeSats from Planet
(Boshuizen et al., 2014) and the Lemur CubeSats from
Spire (Hand, 2017). In relation to an electro-mechanical
interface standard, it is expected that technical criteria

are more important than community support. The ratio-
nale behind this expectation is that the main players have
sufficient finances to develop many iterations of the space-
craft before the final mission and have the financial means
to optimize the satellite and when necessary customize sub-
systems and even the interfaces to enhance the performance
of the satellite. Next to this, the financial aspect of series
production in relation to the electro-mechanical interface
becomes important. The proposed PQ9 and CS14 interface
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Fig. 17. PQ9 (pin 1–9) and CS14 (pin 1–14) interface connector.

Table 7
Pin allocation for PQ9/CS15 standard interface.

Pin Signal Allocation

1 RST System reset line (60 X to gnd)
2 485-B RS-485 inverting signal
3 485-A RS-485 non-inverting signal
4 GND Ground
5 V1 rec.: OBC (PQ: + Radio)
6 V2 rec.: ADCS (PQ: + GNC)
7 V3 rec.: propulsion
8 V4 rec.: primary payload(s)
9 GND Ground
10 V5 rec.: radio
11 V6 rec.: GNC
12 V7 rec.: data storage & payload data transmitter
13 V8 rec.: secondary payload(s)
14 GND Ground

Fig. 18. PQ9 printed circuit board outline.

Fig. 19. CS14 printed circuit board outline.

Fig. 20. PQ9 PocketQube boards with stackable pin connector.
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standards can be implemented with just a few very cheap
components (few Euros/Dollars) and assembly will take
only a few minutes by an solder expert or can even be fully
robotized.

Next steps are to define the data protocol for RS-485,
the electrical characteristics of the reset line and to perform
extensive testing with engineering models of PocketQube
systems using the PQ9 interface. The final goal is to pub-
licly release documentation on the new interface standards
PQ9 and CS14.
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Abstract
This paper presents an outdoor long-range (from 315 m up to 5.3 km) fixed channel campaign for both ultra high
frequency and super high frequency bands with co-polarized horizontal and vertical antenna configurations. It
investigates the channel characteristics of device to device communication scenarios underlaying the 5th generation
networks by providing detailed research. Both line of sight and non-line of sight measurements in 1.3 GHz and
5.8 GHz frequency bands with bandwidth up to 600 MHz were conducted. The path loss, root mean square delay
spread, coherence bandwidth, and channel frequency response variation are characterized. We observed that the
variation is negligible in microcell line of sight environment for both above mentioned frequencies, whereas it
significantly increases with frequency in different macrocell non-line of sight environments. The distance dependency
of path loss was also derived. It was observed that the root mean square delay spread decreases with frequency for
both line of sight microcell and non-line of sight macrocell measurements. A dependency between the root mean
square delay spread and transmitter-receiver distance in non-line of sight environments was also captured. The
relation between the coherence bandwidth and the root mean square delay spread was depicted. It demonstrates an
exponential function in all considered channel combinations.

Keywords: Channel model, Device to device, Line of sight, Non-line of sight, Super high frequency, Ultra high
frequency

1 Introduction
Device to device communication [1, 2] is an important
technology which enables data flow not only between
humans but also between machines without human inter-
vention. It can be used underlying the available cel-
lular networks. The 5th generation system technology,
3rd Generation Partnership Project Release 15, will have
to support high performance in spectral efficiency and
throughput measurements. The 5th generation network
is one of the most suitable environments for device to
device communication since it is an IP-based network
that enables to control any connected devices using inter-
net protocols. Moreover, it is able to send large amounts
of data with a high rate and low latency and support a
large amount of connected devices. It is a good solution
to reduce the eNB traffic load and the end to end delay. In

*Correspondence: blumenstein@feec.vutbr.cz
1Department of Radio electronics, Brno University of Technology, Technicka
12, Brno, Czech Republic
Full list of author information is available at the end of the article

order to develop a reliable wireless device to device com-
munication network [3, 4], an accurate description of the
wireless channel impulse response measurements should
be presented. The channel impulse response describes
spreading, echoing, multipath propagation, and Doppler
effects that occur when an impulse is sent between the
transmitter and the receiver. Knowledge of the channel
impulse response characteristics enables system designers
to ensure that inter symbol interference does not dominate
andhence lead to an excessive irreducible bit error ratio [5].

1.1 Literature review
As mentioned above, propagation measurements are nec-
essary for creating statistical channel models that support
the development of new standards and technologies for
wireless communications systems. Channel models that
predict signal strength and multipath time delays are
required for a proper system design. There have been a
number of studies for channel sounding using different
input signals over the past 10 years.

© The Author(s). 2019 Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
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Creative Commons license, and indicate if changes were made.



Kassem et al. EURASIP Journal onWireless Communications and Networking        (2019) 2019:188 Page 2 of 16

As a sample of typical work, there is a paper which
studied the frequency dependence of the channel charac-
teristics at the 2–4GHz frequency band [6]. Line of sight
and obstructed line of sight scenarios were considered.
Angle of arrival and delay of arrival of the main paths were
investigated. A rich multipath environment was observed,
with intensive path components existence in both angle
and delay domains.
Outdoormeasurements were conducted in an open-area

test site at the National Metrology Institute of Germany
[7], to study the scattering effects of a traffic sign on vehi-
cles moving along the road. The outputs are analytical
modeling, simulation, measurement, and implementation
of the bi-static radar cross section of the traffic signs.
A paper on outdoor sounding [8] highlighted the prop-

agation path loss models for 5th generation urban micro
and macro cellular scenarios. It compares the alpha-
beta-gamma and the close-in free space reference dis-
tance models. A wide range of frequencies 2–73.5GHz
over 5–1429m distances were used. The output showed
very comparable modeling performance between close-
in and alpha-beta-gamma models. The close-in model
offers simplicity and a conservative non-line of sight path
loss estimate at large distances, whereas the alpha-beta-
gamma model is more complex and offers a fraction of a
decibel smaller shadow, less loss near the transmitter, and
more loss far from transmitter.
Another paper [9] described the achieved results for

line of sight and non-line of sight measurements between
the User Equipment and the base station in Nanjing
Road, Shanghai. The received signals were 20 MHz band-
width with 2.1376 GHz carrier frequency. The delays and
the complex attenuations of multipath components have
been estimated by applying the space-alternating gener-
alized expectation-maximization algorithm. The distance
between transmitter and receiver in line of sight/non-
line of sight scenarios, the life-distance of the line of
sight channel, the power variation at line of sight to non-
line of sight transition, and the transition duration were
extracted.
The authors in [10] presented a sounding system that

uses an orthogonal frequency division multiplexing signal
at 5.6 GHz with 200 MHz bandwidth. The power delay
profiles and the excess delay were presented.
An open-pit mine campaign performed a 25-MHz wide

frequency band sounding immediately below the unli-
censed 2.4-GHz ISM band [11]. A continuously repeat-
ing maximum-length or m-sequence with K = 2047
sequence length was adopted as a transmitted signal.
It was transmitted at a rate of 25MS/s. Four measure-
ment realizations of the impulse response with different
transmitter-receiver separations that vary between 425–
1670m were recorded. The calculated delay spread of the
channel was often more than 10μs.

A channel measurement campaign was conducted to
study the frequency dependence of the propagation chan-
nel for a wide range of frequencies 3–18GHz [12]. Urban
macro andmicro cellular environments were covered. The
root mean square delay spreads, coherence bandwidth,
path loss, shadow fading, and Ricean factor were charac-
terized. It is mentioned that the path loss exponents vary
significantly with frequency (from 1.8 to 2 dB in a line of
sight environment and from 2.71 to 4.34 dB in non-line of
sight). Shadow fading and the Ricean factor increase with
frequency, whereas the root mean square delay spread val-
ues decrease with frequency in a line of sight environment.
However, the root mean square delay spread in a non-line
of sight environment and the coherence bandwidth values
in both line of sight and non-line of sight environments do
not show significant changes.
An outdoor wideband channel sounding at 2.4 GHz is

described in [13]. The distance between the transmitter
and the receiver varied from 50 to 150m. The distance-
power gradient is 2.532, path loss (with 9 dB standard
deviation), small-scale or multipath fading (with 5 dB
standard deviation) are reported. Themaximum observed
multipath fade is 28 dB.
Another campaign was conducted in Seoul [14]. The

measurements were done using a wideband channel
sounder at 3.7 GHz with a 100 MHz bandwidth. Both line
of sight and non-line of sight environments are investi-
gated. The output was presented as a spatial correlation
coefficient of low-height links in an urban environment.
A wideband propagation channel at 2.45 and 5.2GHz

was presented in [15]. Channel characteristics as power
delay profile, the mean delay, and the delay spread
were studied. It was mentioned that the parame-
ters are frequency-independent, whereas the higher
frequency signal shows considerably larger path loss
than the lower one. Both the correlator-based and
recursive Bayesian filter-based ranging estimators were
evaluated; both of them provide better performances
at 2.45GHz compared with 5.2GHz. The perfor-
mance difference increases with decreasing the received
power.
Urban macro environment was investigated in [16].

Wideband multiple-input multiple-output measurements
around 800MHzwith 50MHz bandwidth were presented.
The antennas with 360◦ of azimuth and 90◦ of elevation
were used for the transmitter and the receiver. The out-
put report contains path loss (path loss exponent n =
3), shadow fading (with 8.4 dB standard deviation), delay
spread (with 123 ns mean value and 73.2 ns standard devi-
ation), angular spread (with 30.8◦ mean value and 12.5◦
standard deviation for angular spread of departure and
66.9◦ mean value and 15.1◦ standard deviation for angu-
lar spread of arrival), and Ricean K-factor (with 5 dBmean
value and 6.7 dB standard deviation).
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Measurement campaign [17] at the center frequency
of 2.35GHz with 50MHz bandwidth was conducted in
order to evaluate the performance in an outdoor propa-
gation environment. Signal to noise ratio, spatial diversity,
and capacity of different transmission schemes (direct
transmission, amplify and forward, and decode and for-
ward relaying) were investigated. Both line of sight and
non-line of sight scenarios were involved. The results
were depicted in terms of signal to noise ratio, spatial
diversity, and capacity. Both amplify and forward, and
decode and forward schemes improve the Signal to Noise
Ratio, whereas direct transmission improves the capacity
in small distances of a line of sight environment. However,
by increasing transmitter-receiver distance, the capacity
provided by the decode and forward exceeds that provided
by the direct transmission. The spatial diversity was also
significantly improved by applying the decode and for-
ward scheme. Most of the abovementioned papers depict
indoor channels or even outdoor channels but only up
to 2 km and with only vertical co-polarization. There-
fore, we filled these gaps by considering both line of
sight and macro non-line of sight scenarios over 1.3GHz
and 5.8GHz frequencies with longer distances 2.089 km,
4.11 km, and 5.429 km and both vertical and horizon-
tal co-polarization dependence of multipath propagation
channel measurements.

1.2 Contribution of the paper
We analyzed the channel frequency response variation,
the path loss, the root mean square delay spread, and the
coherence bandwidth with all above mentioned scenar-
ios. Our achieved results expand the achieved results in
[18] which were performed in an indoor environment.
The main contributions of this paper are described in the
following few points:

• Test theabilityofdeployingadevice todevicecommunication
underlay 5th generation network in a wideband
long-range channel for both ultra high frequency and
super high frequency bands as a part of 5th
generation new radio frequency bands allocation [19]

• For a microcell line of sight environment (with 315m
distance), we provided the channel frequency
response variation, the path loss, and the root mean
square delay spread distribution in the case of vertical
and horizontal polarizations for both 1.3GHz and
5.8GHz center frequencies.

• For macrocell non-line of sight environments (with
2.089, 4.11, and 5.429 km distances), in additional of
all previous mentioned parameters, distance
dependence of the path loss and the root mean
square delay spread are analyzed. The root mean
square delay spread dependence of the coherence
bandwidth is also investigated.

This paper is organized as follows. The “Materials and
methods” section describes the channel measurement
campaign of outdoor long-range environments and the
sounder systems for ultra high frequency and super high
frequency bands. The data processing procedure and
channel characteristics calculation are also depicted. In
the “Results and discussion” section, the channel mea-
surement results are captured for line of sight and non-
line of sight outdoor environments with different polar-
ization combinations. Based on channel measurement
results, the root mean square delay spread, the path loss,
the channel frequency response variation, and the coher-
ence bandwidth are analyzed. The last section concludes
the paper.

2 Materials andmethods
2.1 Measurement environments and setup
Ourmeasurements were conducted in the SouthMoravian
region, Czech Republic. Two types of setups: microcell
and macrocell were considered.
In themicrocell setup, the TX1was placed on a small hill

near the Faculty of Electrical Engineering andCommunication
building, Brno University of Technology (BUT) and
mounted on a mast of 10 m height, whereas the receiver
was allocated on the rooftop of the building (19-m height).
The distance between the transmitter and the receiver
for route R1 is 315m. Both the transmitter and the
receiver are surrounded by a rich scattering environment
which consists of buildings, parked cars, moving cars, and
people. However, because of the highly mounted anten-
nas above the ground, line of sight measurements were
realized.
In the macrocell setup, three different non-line of sight

routes (R2, R3, R4) were tested. On the first two routes
(R2, R3), the receiver was placed on the rooftop of the
Faculty of Electrical Engineering and Communication
building. The transmitter was allocated 2.089 km from the
receiver (8-m height) for the R2 route, and 5.429 km from
the receiver (3m height) in the case of the R3 route. For
the fourth route, R4, both the transmitter and the receiver
were allocated in a rural area where the transmitter was
surrounded with different building heights (up to 12-m
height) and placed on the rooftop of the Racom company
building (12-m height) mounted on a mast of 5-m height.
The receiver was mounted on a mast of 19-m height in
a pure rural area. Examples of transmitting antennas in
the case of R2 and R3 and receiving antenna with their
surrounding environments are presented on the left-hand
side, the right-hand side, and the center of Fig. 1, respec-
tively. The mast of the received antenna of the fourth
route, R4, is captured on the right-hand side of Fig. 2.
In order to investigate line of sight and non-line of

sight radio channel characteristics, two different chan-
nel sounder systems for 1.3GHz and 5.8GHz were
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Fig. 1Measurement locations for R1, R2, and R3 routes. Line of sight route R1 = 315 m and non-line of sight route R2 = 2.089 km with super high
frequency band TX2 position on the left-hand side, R3= 5.429 km with ultra high frequency band TX3 position on the right-hand side and the
position of the sector receiver antenna used for the super high frequency signal of TX2-RX measurements. Map source: Google.com, Mapy.cz

implemented. These sounders together with MATLAB
and LabVIEW programs were used for channel evaluation
up to 120MHz and 600MHz bandwidths for both 1.3 and
5.8GHz, respectively.
The basis of the transmitting station is a programmable

radio frequency generator (R&S SMU200A vector signal
generator). The generated signal was filtered using a band

pass filter, amplified by a power amplifier, and directed to
the directional antenna transmitter using a circular con-
nector. The amplifier module for the ultra high frequency
band (MD220L-1296-48V) was modified to be used as
a linear amplifier class A. However, the super high fre-
quency band transmitter uses Hittite HMC408LP3 and
DG0VE PA6-1-8W amplifying modules. The generated

Fig. 2Measurement location for R4 route. Non-line of sight R4 = 4.11 km route and the position of the receiver antenna on the middle of the mast.
Map source: Google.com, Mapy.cz
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ultra high frequency (1.3GHz) signal was transmitted
using 35-element Yagi Tonna antenna 20365 with 20 dBi
of gain. The super high frequency (5.8GHz) signal was
transmitted by a parabolic RD-5G30-LWRocketDish with
a gain equaling 30 dBi.
The receiver consists of a directional antenna, low-noise

amplifier, and signal analyzer (National Instruments PXIe-
5665) with three basic modules: PXIe-5653 RF synthe-
sizer, PXIe-5605 downconverter, and PXIe-5622 150MS/s
16-bit digitizer. The ultra high frequency and super high
frequency signals were received by 35-element Yagi Tonna
antenna 20365 (20 dBi gain) and sector antenna AM-V5G-
Ti (21 dBi gain), respectively.
The developed software in LabVIEW environment for

National Instruments PXIe-5665 was used for record-
ing and processing the raw data received by the channel
sounder. This software is able to record up to 600 MHz
of bandwidth via stepped re-tuning by 50MHz blocks
with the ability to be synchronized with the transmitted
signal. In order to save the achieved data with 50MHz
instance bandwidth and 16-bits precision, a redundant
array of inexpensive disks with capacity of 12TB and 16-
bit dynamic range was used. MATLAB was also used for
final data processing. Our in-house developed channel
sounder operates with frequency modulated continuous
wave, i.e., as a sounding sequence; we utilize frequency
modulation chirps with a maximal measurement speed
of 40MHz/ms. Figure 3 depicts the schematics of the
sounder for ultra high frequency (white blocks) and super
high frequency (gray blocks) bands, whereas the charac-
teristics (E and H planes) of both parabolic and sector
antennas for vertical and horizontal co-polarizations are
captured in Fig. 4.

2.2 Data processing
2.2.1 Channel response
The radio channel is commonly characterized by scat-
tering, attenuation, reflection, refraction, and fading [20].
In both the wired and wireless communications, the
Additive White Gaussian Noise channel is assumed as
a basic channel model. More advanced models includ-
ing fading effects, e.g. the International Telecommunica-
tion Union path loss models like Flat Rayleigh, Pedes-
trian (Ped), and Vehicular (Veh) [21]. The Flat Rayleigh
fading channel has a constant attenuation factor during
the subframe time and the whole allocated bandwidth.
Other two models define two different test environ-
ments: outdoor to indoor pedestrian and vehicular well-
established channel models used for research purposes in
mobile communication systems. The impulse response h
of the multipath channel can be calculated according to
Eq. (1), where βw, τw, and ϕw represent the amplitude,
arrival time, and phase that characterize the Np num-
ber of individual paths between the transmitter and the
receiver [21].

h(t, τ) =
Np∑

w=1
βw(t) · δ (t − τw(t)) e−jϕw(t) (1)

The frequency response can be measured directly by
collecting the measurements of the s21 scattering parame-
ter of a radio channel in the frequency domain. It can also
be calculated by applying the Fourier transformation on
the time domain measurements expressed in Eq. (1). The
result could be given by Eq. (2) [22].

Fig. 3 Channel sounder setup. Channel sounding systems diagram with transmitter and receiver for both ultra high frequency (white colored) and
super high frequency (gray colored) bands
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Fig. 4 Parabolic and sector antennas rectangular radiation. Both E and H planes in the case of vertical and horizontal co-polarizations are captured

H(f , t) =
∫ ∞

−∞
h(t, τ) · e−jωτdτ

=
Np∑

w=1
βw(t)e−jϕw(t)e−jωτw(t)

(2)

In a slowly time-varying channel, the multipath parame-
ters of the channel remain constant during fractions of the
coherence time of the channel; so the frequency response
can be presented in Eq. (3).

H(f ) = H(f , 0) =
Np∑

w=1
βwe−jϕwe−jωτw (3)

In practice, however, the measurement systems are
band-limited. Therefore, the frequency response is
defined in Eq. (4).

H(f ) = H(f , 0) = W (f ) ·
Np∑

w=1
βwe−jϕwe−jωτw (4)

where W (f ) represents the frequency domain RF filter
characteristics in the frequency domain.

2.2.2 Path loss
The generalized form of the path loss model can be con-
structed from path loss offset PLoffset, the distance d
between transmitter and receiver, the reference distance
d0, and the random shadowing effect χσ which is calcu-
lated as the deviation of the measured path loss from the
linear model [12].

PL(d) = PLoffset + 10n · log
(

d
d0

)
+ χσ (5)

where n is a path loss exponent and d0 = 100 m for long
outdoor distances [20].

2.2.3 Rootmean square delay spread
The root mean square delay spread is one of the most
important parameters for the delay time extent of a multi-
path radio channel. It is caused by reflected and scattered
propagation paths. It can describe different multipath
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fading channels and a guideline to design a wireless trans-
mission system. If τw is the channel delay of wth path and
P(τw) is its power, then the root mean square delay spread
can be formulated in Eq. (6).

στ =
√

τ̄ 2 − τ 2m (6)

where τm is the mean excess delay and it is given by Eq. (7).

τm =

Np∑
w=1

P(τw)τw

Np∑
w=1

P(τw)

(7)

τ̄ 2 =

Np∑
w=1

P(τw)τ 2w

Np∑
w=1

P(τw)

(8)

2.2.4 Coherence bandwidth
Coherence bandwidth is a statistical measure of range of
frequencies over which the channel can be considered as
a flat channel. In other words, coherence bandwidth is the
range of frequencies over which two frequency compo-
nents have a strong potential for amplitude correlation. In
the case where the coherence bandwidth is defined as a
bandwidth with correlation of 0.5 or above, it can be cal-
culated using the frequency correlation function depicted
in Eq. (10) [12].

S(	f ) ∼=
∫ ∞

−∞
H(f )H∗(f + 	f ).df (9)

H(f ) is the complex transfer function of the channel, 	f
is frequency shift and * denotes the complex conjugate.

Bc,0.5 ≈ min
(

	f :
S(	f )
S(0)

< 0.5
)

(10)

2.2.5 Channel frequency response variation
Let us consider that Hs(fk), k = 1, 2, · · ·NF , s =
1, 2, · · · ,NT is the wideband channel frequency response
at specific time for a specific frequency. Figure 5 depicts
a sample (NT = 200) of normalized channel frequency
response in dB where f1 = 1.2702 GHz, f2 = 1.31 GHz,
therefore 	f = f2 − f1 = 39.758 MHz, and NF = 1554.
The influence of variation and small-scale fading can be
removed by averaging consecutive NT channel frequency
response characteristics [23] according to Eq. (11).

∣∣H(fk)
∣∣2 = 1

NT
· 10 · log

( NT∑

s=1

∣∣Hs(fk)
∣∣2

)
(11)

However, as is mentioned in [24], averaging keeps some
small-scale fluctuations in the frequency domain; there-
fore, the median filter is applied. The median filter is
a non-linear filter used to discard the noise from the
signal. The main idea is to run through the whole signal
and calculate the median of each window [25]. Note that
in order to get a well-filtered signal, a proper window size
of median filter (that keeps the deep fades effect) should
be chosen. In our research, the window size will depend
primarily on the deep fades where the signal strength can
drop for more than 15 dB. Therefore, the window size of
10 is chosen as the average frequency distance of the deep
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Fig. 5 Normalized
∣∣H(f )

∣∣2 used to characterize the channel frequency response. The blue curve represents Nt measured channel frequency
response during 8 s. The green curve represents the average value of the measured channel responses. The red curve depicts the smoothed version
of channel frequency response after applying the median filter
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fades. Finally, the channel frequency response variation is
obtained through subtracting the filtered average channel
frequency response from themeasured channel frequency
response.

CFRV = ∣∣Hs(fk)
∣∣2 − filt

(∣∣H(fk)
∣∣2

)
(12)

3 Results and discussion
3.1 Path loss
Figure 6 presents the cumulative distribution function of
the path loss for a line of sight environment. The cumu-
lative probability of path loss values fit well with the nor-
mal distribution with μ mean and σ standard deviation
parameters.
The path loss values of the R1 line of sight route are in

the range of 87.6–88.5 dB with a mean value 88.1 dB and
standard deviation 0.22 dB for 1.3GHzwith horizontal co-
polarization, 88.2–89.9 dB with amean value 89.04 dB and
standard deviation 0.33 dB for 1.3GHz with vertical co-
polarization, 114.9–116.1 dB with a mean value 115.49 dB
and standard deviation 0.23 dB for 5.8GHz horizontal
co-polarization, and 116.5–117.9 dB with a mean value
117.1 dB and standard deviation 0.24 dB for 5.8GHz with
vertical co-polarization.
The distribution shape is also depicted in Fig. 6 and

presented in black, blue, magenta, and cyan colors for
ultra high frequency horizontal co-polarization, ultra high

frequency vertical co-polarization, super high frequency
horizontal co-polarization, and super high frequency ver-
tical co-polarization, respectively. The shape can provide
useful information about the density of the calculated path
loss. It can be observed that in the case of both 1.3 and 5.8
GHz, the path loss for vertical co-polarization exceeds the
path loss of the horizontal one. This small difference (1–
2 dB) is explained by the effect of suppression which can
influence either the vertical or the horizontal polarization.
That depends on the distance between transmitter and
receiver, their heights, and the type of ground [26, 27]. It
is also clear that the path loss increases with frequency as
the higher frequencies tend to suffer greater signal absorp-
tion and scattering. The same characteristics are observed
in [6, 8, 20] higher frequencies tend to suffer greater signal
absorption.
Figure 7 presents the measured path loss for 1.3 GHz

sounding system in the case of horizontal and vertical
co-polarizations. Black circles represent the measured
path loss values for horizontally transmitted and received
signals, whereas blue circles represent the measured path
loss values for vertically transmitted and received signals.
The best line fit have been produced using a MATLAB
function with path loss exponents equal to 3.9 and 3.7
for horizontal and vertical polarization cases, respectively.
These results are comparable with the results specified
in [8], where the path loss exponent value for distances
up to 1.4 km varies between 2.9 and 3.1 for 2GHz
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vertical co-polarizations antenna settings were transmitted. The curve colored in red represents the Normal distribution
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Fig. 7 The measured path loss for 1.3 GHz center frequency of the outdoor non-line of sight environment. The black and blue circles represent the
measured non-line of sight path loss values for horizontal and vertical co-polarization, respectively

frequency. The path loss exponent value was also captured
in an urban environment [16] for 800MHz frequency and
reached the value of n = 3.3.
Figure 8 depicts the measured path loss for a 5.8-GHz

sounding system in the case of horizontal and vertical
co-polarizations, represented by black and blue circles,
respectively. The best line fit has been produced using a
MATLAB function with path loss exponents n equal to
4.6 and 4.1 for horizontal and vertical polarization cases,
respectively. These values can be compared with val-
ues achieved in [12], for frequencies 3–6GHz where the
path loss exponents between 3.92 and 4.7 were achieved.
According to outdoor measurements presented in [28],
the path loss exponent value changes from n equal to 2
to n equal to 4 at the breakpoints distance near 2.85 km.

The dashed gray lines represent the theoretical path loss
model in the case of different exponents. Note that the
path loss exponent represents the slope of the path loss
line, whereas PLoffset = PLF + PLNLOS where PLF and
PLNLOS are free space path loss and the path loss offset
due to non-line of sight environment effects. More infor-
mation about the path loss values for different line of sight
and non-line of sight scenarios are listed in Table 1.

3.2 Root mean square delay spread
Figures 9 and 10 display the cumulative probability of
the root mean square delay spread for the line of sight
environment presented as R1 route and 2.089, 5.429, and
4.11 km non-line of sight environments presented as R2,
R3, and R4 routes, respectively. The root mean square
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Fig. 8 The measured path loss for 5.8 GHz center frequency of the outdoor non-line of sight environment. The black and blue circles represent the
measured non-line of sight path loss values for horizontal and vertical co-polarizations, respectively
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Table 1 The path loss mean, standard deviation, minimum, and
maximum values for different frequencies and co-polarizations in
both line of sight and non-line of sight environments

Path loss

Route Env. Freq. Pol. μ [dB] σ [dB] Min [dB] Max [dB]

R1 LOS

1.3 GHz
H-H 88.1 0.22 87.6 88.5

V-V 89.04 0.33 88.2 89.9

5.8 GHz
H-H 115.49 0.23 114.9 116.1

V-V 117.1 0.24 116.5 117.9

R2

NLOS

1.3 GHz
H-H 130.84 0.37 129.77 132.31

V-V 137.54 0.62 136.74 138.39

5.8 GHz
H-H 162.34 1.92 160.5 165.13

V-V 163.93 0.421 163.24 164.51

R3

1.3 GHz
H-H 144.6 0.72 143.37 146.54

V-V 150.48 0.64 148.89 152.92

5.8 GHz
H-H 184.48 2.88 179.68 189.86

V-V 180.95 0.38 180.08 181.76

R4

1.3 GHz
H-H 145.61 1.46 143.55 147.54

V-V 149.9 0.44 149.23 150.67

5.8 GHz
H-H 183.34 1.33 180.41 187.17

V-V 180.55 0.56 178.89 181.08

delay spread values for all routes and frequencies fit well
with the normal distribution with μ mean and σ standard
deviation parameters.
It can be distinguished that the R1 line of sight route

offers smaller root mean square delay spread compared
with all plotted root mean square values for non-line

of sight environments in both 1.3 and 5.8GHz. This
behavior is expected. On the one hand, it can be due
to a very strong line of sight component compared with
the reflected or scattered path, leading to lower root
mean square delay spread. On the other hand, in the
case of a non-line of sight environment, the transmitted
signal is blocked or severely attenuated causing mul-
tipath to arrive at the receiver over a large propaga-
tion time interval. Similar characteristics are observed in
[12, 29].
The wideband root mean square delay spread for

the R1 route is in the range of 15.11–18.42 ns for
1.3GHz with horizontal co-polarization, 23.18–32.58 ns
for 1.3GHz with vertical co-polarization, 11.53–12.21 ns
for 5.8GHz horizontal co-polarization, and 15.82–
16.62 ns for 5.8GHz with vertical co-polarization.
It can be seen from Fig. 9 that in the case of the

first route R1 line of sight, the higher frequency pro-
vides smaller mean root mean square delay spread in both
horizontal and vertical polarization settings. This behav-
ior was also mentioned in [12, 30]. It is also clear that
in the case of both ultra high frequency and super high
frequency frequencies, the vertical co-polarization shows
higher mean root mean square delay than horizontal co-
polarization.
For the R2 route, the root mean square delay spread is

in the range of 52.99–99.70 ns for 1.3GHz with horizontal
co-polarization, 77.44–104.82 ns for 1.3GHz with vertical
co-polarization, 46.43–60.67 ns for 5.8GHz horizontal co-
polarization, and 72.15–87.63 ns for 5.8GHz with vertical
co-polarization.
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Fig. 9 R1 and R2 root mean square delay spread. Cumulative Distribution Function of the root mean square delay spread in [ns] for different
frequencies and both horizontal and vertical co-polarizations of the first and second measurement routes (R1 and R2) in line of sight and non-line of
sight scenarios, respectively. The colored dotted lines represent the Normal distribution of the corresponding frequency and polarization
combinations
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Fig. 10 R3 and R4 root mean square delay spread. Cumulative distribution function of root mean square delay spread in [ns] for different
frequencies and both horizontal and vertical co-polarizations captured for the third and fourth measurement routes (R3 and R4). The colored dotted
lines represent the normal distribution of the corresponding frequency and polarization combinations

In the case of the R3 route, the root mean square delay
spread is in the range of 95.21–215.39 ns for 1.3GHz
with horizontal co-polarization, 137.24–151.27 ns for
1.3GHz with vertical co-polarization, 157.7–189.54 ns for
5.8GHz horizontal co-polarization, and 163.33–176.58 ns
for 5.8GHzwith vertical co-polarization. For the R4 route,
it is in the range of 66.85–119.73 ns for 1.3GHz with hor-
izontal co-polarization, 78.73–147.76 ns for 1.3GHz with
vertical co-polarization, 44.12–89.91 ns for 5.8GHz hor-
izontal co-polarization, and 70.44–119.11 ns for 5.8GHz
with vertical co-polarization. It can be observed that the
horizontal co-polarization shows smaller mean root mean
square delay spread than the vertical co-polarization for
1.3 and 5.8GHz. However, the third route, R3, shows dif-
ferent characteristics. This can be due to the building’s
metal roof between the transmitter and the receiver, that
cause depolarization. Table 2 combines all needed infor-
mation about the root mean square delay spread values.
The effect of transmitter-receiver distance on the mean

values of root mean square delay spread is also investi-
gated. The mean root mean square delay spread values
increase with the increasing distance between the trans-
mitter and the receiver. A similar trend is observed in [31].
The relation between the mean root mean square delay
spread and the distance can be fitted with linear mode
στUHF,H = 20d+27 for ultra high frequency with horizon-
tal co-polarization, στUHF,V = 15d+ 55 for ultra high fre-
quency with vertical co-polarization, στSHF,H = 34d − 33
for super high frequency with horizontal co-polarization,
and στSHF,V = 25d + 15 for super high frequency
with vertical co-polarization, where d is the distance

between the transmitter and the receiver in kilometers.
This characteristic is comparable with results published in
[32, 33].
From these functions, it can be noticed that the line

slope of the root mean square delay spread of super high

Table 2 The mean, standard deviation, minimum, and maximum
values of root mean square delay spread for different frequencies
and co-polarizations in both line of sight and non-line of sight
environments

RMS delay

Route Env. Freq. Pol. μ [ns] σ [ns] Min [ns] Max [ns]

R1 LOS

1.3 GHz
H-H 16.61 0.75 15.11 18.42

V-V 27.99 2.50 23.18 32.58

5.8 GHz
H-H 11.87 0.20 11.53 12.21

V-V 16.14 0.25 15.82 16.62

R2

NLOS

1.3 GHz
H-H 76.39 9.03 52.99 99.70

V-V 90.15 9.62 77.44 104.82

5.8 GHz
H-H 51.38 2.75 46.43 60.67

V-V 78.58 2.76 72.15 87.63

R3

1.3 GHz
H-H 148.19 35.69 95.21 215.39

V-V 143.40 4.07 137.24 151.27

5.8 GHz
H-H 173.96 3.95 157.70 189.54

V-V 168.32 1.48 163.33 176.58

R4

1.3 GHz
H-H 91.67 10.67 66.85 119.73

V-V 109.81 18.05 78.73 147.76

5.8 GHz
H-H 67.25 12.70 44.12 89.91

V-V 90.97 8.49 70.44 119.11
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frequency frequencies greater than the line slope of root
mean square delay spread of ultra high frequency frequen-
cies. Therefore, the mean root mean square delay spread
for super high frequency frequencies more extremely
increases compared with the mean root mean square
delay spread of ultra high frequency frequencies. The
same characteristics were captured in the case of com-
paring horizontal and vertical co-polarization where the
horizontally polarized signal is more sensitive to distance
changes. All above mentioned properties are depicted in
Fig. 11.

3.3 Coherence bandwidth
Figure 12 depicts the root mean square delay spread
dependency of the coherence bandwidth in 1.3GHz non-
line of sight environments where the coherence band-
width in MHz and the root mean square delay spread
in ns. This relation is fitted with an exponential model
Bc,0.5 = 18.34 · e−0.002στ .
Figure 13 depicts root mean square delay spread depen-

dency of the coherence bandwidth in 5.8GHz non-line
of sight environments where the coherence bandwidth is
in megahertz and the root mean square delay spread is
in nanoseconds. The measurements represented by blue
circles, which were achieved from R2, R3, R4 route mea-
surements, fit with the exponential model Bc,0.5 = 121.5 ·
e−0.014στ . A similar relation was observed in [34, 35].

3.4 Channel frequency response variation
Figure 14 depicts the cumulative probability of the mea-
sured wideband channel frequency response variation for
different routes (R1, R2, R3, R4) of 1.3 GHz center fre-
quency and horizontal and vertical co-polarizations. It
can be observed that the channel frequency response vari-
ation values fit well with the Normal distribution which
is plotted as a dotted curve colored according to a par-
ticular route. The channel frequency response variations
have mean values of 0.044, 0.25, 0.288, and 0.182 dB and

standard deviation of 0.036, 0.291, 0.403, and 0.196 dB in
the case of horizontal co-polarization, whereas the mean
values of 0.06, 0.127, 0.377, and 0.295 dB and standard
deviation of 0.078, 0.172, 0.537, and 0.289 dB in the case
of vertical co-polarization. It can be noticed that the chan-
nel frequency response variations have the smallest mean
and standard deviation values in the case of the R1 route
which corresponds to the line of sight scenario.
Figure 15 presents the cumulative probability of the

measured wideband channel frequency response variation
for different routes (R1, R2, R3, R4) of 5.8GHz center
frequency and horizontal and vertical co-polarizations. It
can be seen that the channel frequency response variation
values also fit well with the Normal distribution which is
plotted as a dotted curve colored according to a particu-
lar route. The channel frequency response variations have
mean values of 0.041, 3.083, 1.246, and 2.296 dB and stan-
dard deviation of 0.119, 2.902, 1.686, and 2.3 dB in the case
of horizontal co-polarization, whereas the mean values of
0.044, 3.48, 1.621, and 1.491 dB and standard deviation
of 0.119, 2.952, 1.621, and 1.478 dB in the case of verti-
cal co-polarization. The same feature of lowest mean and
standard deviation values appears for the first route R1
which represents the line of sight scenario.
It is also clear from Figs. 14 and 15 that the channel fre-

quency response variations increase with frequency. This
merit becomes more visible in the case of the non-line
of sight scenario. The second route R2 shows the highest
channel frequency response variation due to higher fre-
quency signals which tend to scatter more than the lower
ones. These scatter objects can be moving people and
cars.

4 Conclusion
In this paper, a device to device outdoor long-range com-
munication channel was utilized for a measurement cam-
paign. Both ultra high frequency and super high frequency
channels were sounded using Yagi Tonna antennas as a
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distance for different frequencies and co-polarizations in a non-line of sight environment



Kassem et al. EURASIP Journal onWireless Communications and Networking        (2019) 2019:188 Page 13 of 16

50 100 150 200 250 300 350
6

8

10

12

14

16

18

20

RMS delay spread [ns]

C
oh

er
en

ce
 B

an
dw

id
th

 [M
H

z]
NLOS 1.3 GHz signal

NLOS 1.3 GHz
Best line fit

Fig. 12 Coherence bandwidth versus root mean square delay spread for 1.3 GHz. Scatter plot of the coherence bandwidth Bc,0.5 against the root
mean square delay spread in the case of a transmitted signal with 1.3 GHz center frequency in non-line of sight environments

transmitter and a transmitter at 1.3GHz and a parabolic
RD-5G30-LW RocketDish antenna transmitter and AM-
V5G-Ti sector antenna receiver at 5.8GHz. The vertical
and the horizontal co-polarizations were presented in
both line of sight and non-line of sight scenarios. As out-
put, channel characteristics such as root mean square
delay spread, path loss, coherence bandwidth, and channel
frequency response variation were extracted.
In the case of microcell LOS environment (with 315-m

distance), the mean path loss value for vertical co-
polarization exceeds the mean path loss value of the
horizontal one by 0.93 dB and 1.62 dB in the case of ultra
high frequency and super high frequency bands, respec-
tively. It was observed that the path loss increases with
frequency about 27 and 28 dB in the case of horizontal
and vertical co-polarizations, respectively. Moreover, the

higher frequency provides smaller mean rootmean square
delay spread in both horizontal and vertical polariza-
tions settings. It was also mentioned that the vertical co-
polarization shows higher mean root mean square delay
than horizontal co-polarization. Finally the channel fre-
quency response variations were negligible in the case of
ultra high frequency and super high frequency channel
sounding with horizontal and vertical polarization cases.
In the case of macrocell non-line of sight environments

(with 2.089, 4.11, and 5.429 km distances), the path loss
exponents for ultra high frequency are n = 3.9 for hor-
izontal and n = 3.7 for vertical polarizations, and for
super high frequency n = 4.6 for horizontal and n =
4.1 for vertical polarizations. All non-line of sight routes
offer larger root mean square delay spread compared
with the line of sight scenario. The vertically polarized
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Fig. 13 Coherence bandwidth versus root mean square delay spread for 5.8 GHz. Scatter plot of the coherence bandwidth Bc,0.5 against the root
mean square delay spread in the case of a transmitted signal with 5.8 GHz center frequency in non-line of sight environments
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variation values

signal shows higher mean root mean square delay than
the horizontally polarized one in the case of ultra high
frequency and super high frequency bands for R1, R2, R4
routes. However, an inverse relation was observed in the
case of R3 which is explained by depolarization effects
caused by the metal roof of the building between the
transmitter and the receiver. It was also noticed that the
mean root mean square delay spread values increase with

the increasing distance between the transmitter and the
receiver for all above-tested combinations. Furthermore,
the relation between the coherence bandwidth and the
root mean square delay spread was investigated. The rela-
tion is described by the exponential equation Bc,0.5 =
k · e−aστ where the coherence bandwidth is in megahertz
and the root mean square delay spread is in nanoseconds.
The channel frequency response variations were also
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studied. It was observed that the variation increases with
frequency and becomes more critical in the case of non-
line of sight scenarios.
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Received: 31 December 2021

Accepted: 1 March 2022

Published: 5 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sensors

Article

Insights into the Issue of Deploying a Private LoRaWAN
Radek Fujdiak 1,* , Konstantin Mikhaylov 2 , Jan Pospisil 1 , Ales Povalac 1 and Jiri Misurec 1

1 Faculty of Electrical Engineering and Communication, Brno University of Technology, Technicka 12,
61600 Brno, Czech Republic; xpospi90@vutbr.cz (J.P.); povalac@vut.cz (A.P.); misurec@vut.cz (J.M.)

2 Centre for Wireless Communications, University of Oulu, Erkki Koiso-Kanttilan Katu 3, 90014 Oulu, Finland;
konstantin.mikhaylov@oulu.fi

* Correspondence: fujdiak@vut.cz

Abstract: The last decade has transformed wireless access technologies and crystallized a new
direction for the internet of things (IoT). The modern low-power wide-area network (LPWAN) tech-
nologies have been introduced to deliver connectivity for billions of devices while keeping the costs
and consumption low, and the range of communication high. While the 5G (fifth generation mobile
network) LPWAN-like radio technologies, namely NB-IoT (narrowband internet of things) and LTE-M
(long-term evolution machine type communication) are emerging, the long-range wide-area network
(LoRaWAN) remains extremely popular. One unique feature of this technology, which distinguishes
it from the competitors, is the possibility of supporting both public and private network deploy-
ments. In this paper we focus on this aspect and deliver original results comparing the performance
of the private and public LoRAWAN deployment options; these results should help understand
the LoRaWAN technology and give a clear overview of the advantages and disadvantages of the
private versus public approaches. Notably, we carry the comparison along the three dimensions: the
communication performance, the security, and the cost analysis. The presented results illustratively
demonstrate the differences of the two deployment approaches, and thus can support selection of the
most efficient deployment option for a target application.

Keywords: IoT; LPWA; LoRaWAN; LoRa; indoor; private; public

1. Introduction
1.1. Internet of Things Connectivity

During the last decade, wireless communication technologies have advanced signifi-
cantly [1], and it is expected that the number of connected devices will reach 26.4 billion
by 2026 [2]. These technologies became the primary activators and essence for the new
paradigm of the Internet of Things (IoT) [3], and we are now witnessing the rise of IoT
applications [4]. Nowadays, the IoT covers many different areas, i.e., sensor networks,
telemetry systems, and remote metering. These applications have very specific require-
ments, such as [5] long battery life, long communication range, a high number of nodes per
base station, and high density of nodes. The conventional technologies were not prepared
for new applications, and therefore they did not offer sufficient solutions. A new type of
wireless solution has been introduced to fulfill these new and specific needs, known as
low-power wide-area network (LPWAN) [6].

lAt present, there are many different technologies recognized as LPWAN, i.e., long-
range wireless-area network (LoRaWAN), SigFox, narrowband IoT (NB-IoT), Weightless,
Ingenu, Nwave, Waviot, Wi-Fi HaLow, Tlensa, Amber, and many others [7,8]. Each
technology slightly differs from the others, but the main LPWAN parameters, such as
long battery life, extended communication range, and relatively low cost, stay the same.
However, the SigFox, LoRaWAN, and NB-IoT are the most discussed, with the LoRaWAN
being currently the most adopted LPWAN technology for the IoT [9]. The LoRaWAN
technology is an open global standard provided by the association of companies known as
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the LoRaWAN Alliance™ [10]. The LoRaWAN might be deployed as a public or private
network, unlike other LPWAN such as SigFox or NB-IoT, which offer only a public variant.
This feature offers a new perspective of LPWAN with different applications.

A major change in the IoT connectivity landscape is expected after the introduction
and broad deployment of the 5G (fifth generation) mobile networks. The 5G networks
will enable much lower latency, higher capacity, and the higher bandwidth compared
to 4G technologies [11]. Notably, the 5G [12] will bring the evolution for NB-IoT and
LTE-M. However, as discussed in [13], there is no universal solution or a single technology
that fits all applications. Each connectivity option is more or less suitable for a specific
application. In the same manner, the 5G NR (new radio) technology is of great interest and
may enable a whole plethora of new use cases for tactile IoT in the context of industrial
and medical verticals, for example. However, the communication range of high-bandwidth
5G connectivity is rather limited, and, as of today, not so many 5G-enabled locations are
present in Czech Republic. For this reason, we expect that LPWAN technologies will still
continue playing an important role in the future, while the 5G technology can serve their
backbone links and more demanding applications and use cases.

1.2. Contribution and Structure of This Study

Many works focus on the technology itself or deal with either private or public
network independently, as we discuss further in Section 2. The main contribution of
this work is that we address both these deployment options and highlight the difference
between them, with respect to three major metrics: the network performance, security, and
costs. Namely, we first conduct an experimental measurement campaign to estimate the
coverage and signal levels of the private and public LoRaWAN networks in the campus
of Brno University of Technology, and compare the results of the two networks. Second,
we deliver the analysis of the security procedures specified in the different LoRaWAN
specification releases, and discuss the security aspects relevant to private and public
network deployments. Third, we deliver the model and identify the cost components
allowing to estimate the costs of LoRaWAN deployment and owning, and detail the
steps one has to take to make a decision whether to go for public or private LoRaWAN
deployment. To the best of our knowledge, the current work is the first one which analyzes
and compares the two LoRaWAN deployment options, thus supporting selection of the
one most suitable.

The rest of the paper is organized as follows: Section 2 provides an in-depth analysis
of the advances in LPWAN focusing on the LoRaWAN technology. Section 3 introduces the
experimental environment used for our measurements and experiments, while the main
contribution (technological, security, and deployment evaluation) is included in Section 4.
Finally, Section 5 summarizes our conclusions.

2. Background and State of the Art

The essence of LPWAN dates back to the 1980s–1990s, when technologies and networks
with similar architectures were introduced, i.e., AlarmNet from ADEMCO [14], followed
by 2G (second generation mobile network) technologies, and many others. However,
the modern technological concept recognized as LPWAN started with SigFox in 2009 and
continued with many new technologies such as Weightless, LoRaWAN, Ingenu, Waviot,
NB-IoT, and others. Moreover, the first relevant scientific papers about LPWAN were
published a few years ago, in 2015; since then, interest in LPWAN has grown steadily (see
Figure 1).

LPWAN technologies differ from their precursors as well as from other conventional
technologies, i.e., cellular technologies (2G+), mesh technologies (IQRF, Wirepas PINO™),
and short-to-middle range radio access technologies (Wi-Fi, ZigBee, Bluetooth, RFID).
The main difference is the combination of the long range with a long battery life, which,
however, results in the low throughput and limited transmission frequency. This paper
focuses on the most widely adopted LPWAN technology, namely LoRaWAN.
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Figure 1. Results of keyword search of the term “LPWAN” in Google Scholar for selected years.

The LoRaWAN is an open standard technology based on the proprietary modulation
known as the long-range (LoRa) derivative of the chirp spread spectrum (CSS) modulation.
The LoRa modulation was introduced in 2007 by the Cycleo company and was taken over
by the Semtech company in 2012. Nowadays, it is protected by patents EP2763321 [15] and
US7791415 [16]. On the OSI (open systems interconnection) model layer structure, LoRa
can be attributed to the physical layer of LoRaWAN, while LoRaWAN defines the MAC
(medium access control) layer. Nowadays, the standard defines two main modulations for
terrestrial LoRaWAN (long-range-LoRa; frequency-shift keying—FSK), and the network is
deployed in the star topology, similar to cellular networks (see Figure 2). The gateways
connect the end-devices (sensors, indicators, meters, and others) via the radio channel,
covering selected areas. Subsequently, the data are transmitted via the transport technology
(i.e., metallic Ethernet or cellular network) through the LoRaWAN server to the end-user
application (e.g., remote monitoring or quality management). The LoRaWAN server is a
combination of several different sub-servers—network server (NS), join server (JS), and
application server (AS), which are handling different layers and processes (services) [17].
The NS terminates the LoRaWAN MAC layer for end-devices connected to the network.
JS manages the over-the-air activation (OTAA) and activation-by-personalization (ABP)
processes for end-devices. AS handles all the application layer payloads of the associated
end-devices, provides the application-level service to the end-user, and generates all the
application layer downlink payloads towards the connected end-devices. However, we
will consider the LoRaWAN server as a complex co-located solution for hosting these
servers [10].

LoRaWAN 
Server

Gateways End ApplicationsEnd Devices

LoRa/FSK
RF

TCP/IP
SSL

TCP/IP
SSL

Figure 2. Architecture of the LoRaWAN from the end-device to end-application.

Many theoretical works and surveys have already been published, focusing on the
main parameters of LoRaWAN as well as providing comparison of LoRaWAN and the
other LPWAN technologies [9,18–24]. To give an example, Table 1 illustrates the data rate
and the maximum communication range for LoRaWAN as defined by selected papers. The
data rate negligibly differs, while the estimated communication range significantly changes
through the different papers. The data rate varies mostly because of formal issues, such as
not considering the frequency-shift keying modulation or packet overheads of different
layers, rounding the values, estimating only the maximal value, and others. On the other
hand, the estimates of the maximum communication range differ significantly-from 10 to
50 km; this shows that the experience of various scientists of the LoRaWAN technology
differs across the field.
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Table 1. Comparison of different parameter estimations based on the physical level in selected papers.

Paper Data Rate (kb/s) Communication Range (km)

[25] 0.29–50 15

[13] 0.29–50 less than 35

[5] max. 50 5 (U), 20 (R)

[6] 0.3–37.5 3–10 (U), 30–50 (R)

[26] 0.3–37.5 (L), 50 (F) 10 (U), 50 (R)

[27] 27 (L), 50 (F) 2–5 (U), 15 (R)

[7] 0.25/5.5/11/50 2–15

[9] max.50 5 (U), 20 (R)

[28] 0.3–50 up to 10

[29] 0.3–50 2–5 (U)

[30] 0.29–50 2–5 (U) 45 (R)
Note: L —LoRa; F—FSK; U—Urban; R—Rural.

One of the reasons for this is the fact that the main parameters of LoRaWAN strongly
depend on many variables, which we discuss below [10,31–34]:

• Selected channel (CH) or sub-band (f) determines the maximum transmit power
(10 mW, 25 mW, or 500 mW), which impacts, for example, the communication range,
material penetration capability, signal propagation, and the duty-cycle (0.1%, 1%, 10%,
or 100%), which impacts the allowed transmission frequency and thus the maximum
data rate.

• Bandwidth (BW) established for Europe is either 125 kHz or 250 kHz.
• Modulation (MOD); LoRaWAN specifies two types of modulation: (i) FSK, and

(ii) LoRa modulation. The FSK demands higher signal-to-noise ratio (SNR) and thus is
typically used when the communication channel is good and communication range is
relatively short. Compared to FSK, the LoRa modulation offers a 13 dB better channel
budget and Doppler resistance and approx. 10–20 dB increased interference immunity.

• Spreading factor (SF) is defined as SF ∈ {7; . . . ; 12} and determines the symbol
duration Ts = 2SFTc, where the chirp interval is defined by BW as Tc = 1/BW.
Moreover, the SF together with BW define the physical layer bit-rate:

Rb = SF
CR
2S F
BW

. (1)

• Code rate (CR) is defined as CR = 4
4+R , where the rate R ∈ {0, . . . , 4} and determines

redundant bits used for forward error correction—FEC (impacts the ability to correct
damaged messages and error-rates). LoRaWAN prescribes use of R = 1 for packet
payload, and R = 4 for the packet header.

• Device class, which defines the type of media access for downlink traffic, which also
affects the end-device’s power consumption (class A—downlink only after uplink and
the minimum consumed power; class B—periodic downlink slots with slightly higher
device consumption; class C—highest consumption for devices, but downlink can be
sent any time).

• Device settings provide a number of other configuration capabilities, including acti-
vation (over-the-air activation—OTAA or activation by personalization—ABP), key-
generation, firmware updates, data rate (adaptive data rate—ADR, or fixed data
rate—FDR), and others).

A lot has been written about the general LoRaWAN parameters. Specifically, a num-
ber of the scientific papers provide a general overview of LoRaWAN parameters, met-
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rics, and performance indicators, i.e., capacity [35], coverage [36], maximal range [37],
free-space behavior [38], usage [39], energy-efficiency [40], technology comparison [41],
performance [42], mobility [43], and other parameters [44]. The authors of [45] compare
analytically-obtained parameters of the well-known LPWAN technologies. There are also
articles offering datasets from the already functional LoRaWAN network, for the possibility
of in-depth research, to mention a few [46,47].

Authors in [19,48] propose routing schemes to create multi-hop communication and
routing protocols or decentralized architecture [49] in order to improve LoRaWAN per-
formance. Still, it requires special devices in the network or the end-device modification.
The authors in [50] are experimenting with multi-RAT (multiple radio access technol-
ogy) devices, combining LoRaWAN and NB-IoT to improve mainly energy consumption.
The authors of [51] propose LoRaWAN integration into 4G/5G network, where the gateway
includes the eNB (LTE evolved Node B) protocols so it can be part of a mobile network.
The study [52] examines the technical and economic feasibility of deploying LoRaWAN in
a licensed access spectrum band. Currently, however, LoRaWAN network operators use
only the unlicensed band.

These results are beneficial for understanding the basics of the LoRaWAN technology
or for improving the public network. Nevertheless, the LoRaWAN technology usesboth
public and private deployments, and there are major differences between these two ap-
proaches (basic differences):

• Public network—the network is always owned by a third party (public operator
of national or international scale), gateways are deployed to provide coverage over
large geographical areas (wide area network—WAN), and for the end-user: fixed
parameters of the network, non-transparent and uncontrolled environment, expected
lower capital (no need to build the infrastructure), questionable operational expenses
(based on the fees and scale), simple and fast deployment, and low technological and
management requirements.

• Private network—the network is owned by the end-user (i.e., city, company, or indi-
vidual), gateways are typically deployed to provide coverage over smaller geographi-
cal areas (i.e., local, campus, or metropolitan), dynamical (customizable) parameters
of network for end-users, transparent and controlled environment for end-users, ex-
pected higher capital and questionable operational expenses (based on scale), more
complex deployment, and higher technological and management requirements.

Although the private approach is a promising topic, only a very limited number of
papers have dealt with private LoRaWAN networks. For example, the authors of [53]
work with an experimental self-developed and minimized private network. The paper
shows the relation between SNR, data rate, transmission time, and energy consumption.
Though the paper provides experimental results, only limited technical details of the ex-
periment are given (i.e., antennas gain and power settings are missing, and information
about LoRaWAN stack is missing). Related work [54] focuses on the coverage and signal
propagation within the single-gateway network. Authors give sufficient background about
the experimental settings and develop a simple visualization method for the chosen use
case (apartment building). Another experimental measurement campaign for a private
LoRaWAN deployed for industrial application was published in [55]. The paper reports
small-scale measurements of signal strength (RSSI) and SNR in an industrial complex
(approx. 30 points). Similar work [56] provides results from early-stage measurements
of the packet-loss rate in five selected points for a one-floor scenario. The studies [53–56]
report show-cases of early-stage results for the LoRaWAN technology. On the other hand,
the work [57] reports complex measurements of power consumption, outdoor signal prop-
agation, adaptive data rate performance, and indoor measurement for a single-gateway
network. Notably, the authors control many variables in their measurements, including
spreading factor, channel selection, bandwidth selection, and modulation. Another signif-
icant work [58] reports very complex results from outdoor measurements of SNR in the
campus use case (a single-gateway network). The results from [57,58] are valuable to the
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scientific community and provide a bright idea about the LoRaWAN technology and its
usage in outdoor environment for private use cases. Moreover, the paper [57] presents the
approach of using different channels of the 868 MHz band.

When we consider Europe, LoRaWAN operates in the unlicensed sub-GHz band,
which for most European countries is set by the standard to 868 MHz [10] under CEPT Rec.
70-03 frequency band regulation [31]. The LoRaWAN specification recommends only three
default channels: 868.1 MHz, 868.3 MHz, and 868.5 MHz [10]. In spite of that, they belong
to the most frequently used channels in the unlicensed 868 MHz band (863–870 MHz) with a
high probability of collision and high level of radio noise. There are several works focusing
on collisions in the 868 MHz band, i.e., [9,59,60].

The paper [9] shows decreasing network performance, which comes with the growing
number of communicating devices, i.e., decreasing number of received packets, decreasing
packet delivery success ratio, and decreasing maximal throughput, to mention only a
few. Moreover, the paper [59] shows the growing probability of collisions and packet
loss, which comes with the increasing number of communicating nodes operating with
different spreading factors. Further, the paper [60] summarizes the relations between the
increasing number of communicating devices and the probability of channel occurrence,
and the probability of collision. Furthermore, the number of wireless devices is growing
in the 868 MHz band every day, which increases the noise background. These are, for
example, fire alarm systems, intruder alarm systems, automation systems, access and
remote control systems, smart meters, telemetry networks, automotive systems, and many
others. The frequency band of 868 MHz is a free-licensed band, and we cannot completely
evade the possibility of collision or a higher noise level. The paper [61] summarizes the
level of interference experiences for selected channels of the 868 MHz band in different
areas: shopping area, business park, hospital complex, industrial area, and residential area.
Moreover, the same authors also published the paper [62], which focuses on the impact of
interferences on the LoRaWAN and SigFox technologies. The interferences significantly
impact the service quality and network coverage. For this reason, the three recommended
channels of LoRaWAN will not be sufficient in future.

As one can see from the discussion above, none of the previous works has offered a
comparison of the different LoRaWAN deployment options (i.e., private versus public).
Meanwhile, this decision is critical and has to be often made by the application developers
and service providers. Therefore, to bridge this gap, in the following we discuss the different
aspects of the two network deployment options along the three tracks: the communication
performance, the security, and the costs. We hope that these results will equip an interested
reader with clear understanding of advantages and disadvantages of the two approaches,
and assist him or her when deciding whether to go for a private or a public LoRaWAN
network.

3. Experimental Environment

Our experimental environment is located in Brno, Czech Republic, at the Faculty
of Electrical Engineering and Communication Technologies of the Brno University of
Technology. The location is covered simultaneously by two LoRaWAN networks—a public
and a private one, which we discuss in detail in the following subsections. In the last
subsection, we also provide details about the devices we used in our tests.

3.1. Private Lorawan

The private network includes one single gateway with LORIOT cloud server. Specifi-
cally, we use the Lorank 8+ gateway with the following properties:

• Transmit power up to +27 dBm (500 mW, the power was always based on the selected
channel and allowed value from the regulation recommendation [31]).

• Received signal sensitivity up to −138 dBm.
• Five dBi antenna.
• Communication range up to 25 km.
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• Up to eight simultaneous receiving channels.
• Up to 60 thousand nodes.
• Whole gateway covered in an IP67 case.

Figure 3 shows the different parts of the university campus. Each letter indicates one
part of the building. The gateway was positioned to cover both the building and part of the
city in the E-part of the building. Further, the campus building is one of the highest points
in the city. The Lorank 8+ gateway was placed on the roof of the E-part of the building of
our campus with the coordinates of the site 49.2269133° N, 16.5752194° E. The E-part of the
building provides a power panel for outdoor gateways and metal pillars for deployment.
Using the 3D preview of the selected area, it can be observed that from the roof of the E-part
of the building, which is marked in the picture (black dot), it is possible to observe most
of the buildings in the city of Brno in the line-of-sight (see Figure 4). From the selection
of multiple positions, this position seemed the most strategic given the above-mentioned
parameters.

Figure 3. Location of our private one-gateway LoRaWAN experimental network with view of the
individual buildings of the Electrical faculty (A–H are the names of the buildings).

Figure 4. Location of our private one-gateway LoRaWAN experimental network with view of the
city of Brno ( website: http://webmaps.kambrno.cz/ (accessed on 15 February 2022)).

The gateway is connected via a basic commercial switch through the 100 MB/s Ethernet
to the campus network. The optical connection was chosen to protect network equipment
on campus from lightning damage. For this reason, however, Ethernet-to-optic media
converter must be used at the gateway side and optic-to-Ethernet media converter on the
campus side of the network. The LORIOT cloud itself is not operated locally on campus,
but is run directly on LORIOT’s servers, for which gateway access is through the Internet .
The complete network topology is displayed in Figure 5.
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(LoRaWAN Gateway)

Switch

Media 
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Figure 5. Topology of our LoRaWAN experimental single-gateway network.

3.2. Public Lorawan

To represent the public network, the LoRaWAN network of the Czech national oper-
ator ČRa (České Radiokomunikace) was selected (the coverage is displayed in Figure 6).
The estimated coverage is based on the theoretical range of 8 km per gateway [58] (the
availability was verified in a calibration test in front of the campus building). Therefore,
our selected location should be decently covered by the national LoRaWAN operator with
multiple nearby gateways. A total of 10 ČRa gateways are located within a radius of 16 km
from the university campus. Even though there are several public LoRaWAN providers
in the Czech Republic, the selected national operator is the only one covering the whole
Czech Republic with hundreds of deployed base stations (WAN area). The other opera-
tors mostly provide only local services and their network covers only selected locations
(LAN/MAN areas).

Czech Republic

BRNO

(392 m)

8.10 km

(368 m)

4.54 km

(322 m)

7.06 km

(232 m)

15.31 km

(322 m)

10.53 km
(292 m)

15.18 km

(452 m)

7.25 km

(381 m)

5.67 km

(338 m)

3.12 km

(369 m)

6.95 km

University 
Campus

(450 m)

Number of gateways

Gateway
  

Elevation
 

Distance

0                  5                10

7.25 km

(450 m)

Figure 6. Coverage map of the public LoRaWAN network in the Czech Republic (upper-right corner)
and coverage estimation of the nearest public network gateways in the selected location.

3.3. Test Device

For our measurements we used a certified LoRaWAN Field Test Device from Adeunis
RF (ARF8123AA), with the following parameters [63]:
• Static node (no movement during measurement).
• Transmit power of 14 dBm (25 mW).
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• Spreading factor 12.
• ABP activation (OTAA was not supported by public network operator that time), fixed

data rate (adaptive data rate was not supported by public network that time).
• Sensitivity up to −140 dBm, 0 dBi wire antenna (Thermolast K TC7AA).
• Communication range up to 15 km.
• Device temperature limits −30 to +70 ◦C.

Table 2. Frequency plan for experimental measurements (both public and private networks).

Channels, f [MHz] 868.1 * 868.3 * 868.5 * 867.1

Channels (cont-d), f (MHz) 867.3 867.5 867.7 867.9

BW (KHz) 125

MOD/SF LoRa with Multi-SF
* Default LoRaWAN channels from the newest specification [10].

To ensure fairness, the frequency plan was chosen based on the public operator’s plan
to provide identical conditions for both networks (see Table 2). To minimize the possibility
of internetwork collisions, measurements were conducted in different time slots.

4. Experimental and Analytical Results

This section contains the main contribution of this paper—the results demonstrating
the performance and comparing the two LoRaWAN deployment alternatives along the
three tracks (each presents as a separate sub-chapter):

• Performance evaluation—provides an evaluation of the performance of the public
and the private networks. First, we report the results of the outdoor measurements
to confirm our claim about the importance of channel selection and its impact on the
network parameters (signal strength, signal-to-noise ratio, and loss rate). Further, we
provide extensive experimental measurement results for indoor scenario, coverage,
penetration, and loss rate, which should give a sufficient overview of the LoRaWAN
behavior in the indoor environment.

• Security evaluation—gives accurate information about the recent changes in the
LoRaWAN protocol based on the newest documentation. We look at the basics of
information security parameters, such as authentication, encryption, and data integrity,
but also at key establishment and key update. We also discuss possible vulnerabilities
and compare the older with the newest version of the LoRaWAN protocol. Finally, we
summarize the differences regarding security in private and public networks.

• Deployment ease evaluation—introduces the deployment difficulties, a methodology
for the deployment of the public or private network, and evaluates the possible
expenses in the context of private and public networks.

4.1. Performance Evaluation
4.1.1. Impact of Channel Selection on Network Performance

We measured in front of the building H (approx. 35 m in front of the building H
and 60 m from the building E). We selected two frequency plans (see Table 2): (i) the
default LoRaWAN channel frequency plan (i.e., the three default LoRaWAN channels in the
868 MHz sub-band); and (ii) the extended channel frequency plan (in the 867 MHz sub-band,
including additional channels). The results are displayed in Table 3 (LR = loss rate).
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Table 3. Effect of the plan on performance (arithmetic means).

Scenario RSSI (dBm) SNR (dB) LR (%)

Public—default plan (i) −125 −18.36 43

Public—default plan (ii) −97 −2.05 3

Private—default plan (i) −96 0.01 21

Private—extended plan (ii) −70 14.90 1

Each value represents an arithmetic mean of 100 messages, which were transmitted
over the day for each scenario for the public and private network. The default channel
settings showed a higher loss rate (40% higher in the public and 20% higher in the private
network). The noise level, when using the default channels, was >14 dB higher than
that for the extended frequency plan (the RSSI difference was >26 dB). The measurement
sufficiently proves our claim that it is possible to at least partially evade interferences by
choosing the right channels to extend the frequency plan. The growing number of devices
will, in the future, create an environment with increased noise. Therefore, the LoRaWAN
standard will need to evolve together with extending the recommended frequency plan,
and give a methodology for choosing the right channels. Therefore, the private network
has an advantage (given that these are updated regularly) over the public network as there
might be a fully customized frequency plan that allows minimizing the interferences with
other systems. Notably, the smaller scale of these networks supports using the different
frequency plans in different regions.

4.1.2. Indoor Coverage and Signal Propagation

We measured the public and private network performance in the campus building
(see Figure 3). Specifically, we estimated the RSSI, which provides information about signal
propagation, coverage, sensitivity, and attenuation of materials. Each value is an arithmetic
mean of 20 measurements. These values were obtained for each building part and the floor.
Together, they were used to create a heat map of the RSSI (the outdoor calibration values
are in Table 3—scenario (ii), private −84 dBm and public −108 dBm).

Figures 7 and 8 provide results for both networks on the seventh floor. The public
network RSSI ranged from −97 to −119 dBm. The private network RSSI ranged from −70
to −107 dBm with expected best results in the building E (the building with our gateway
on the roof). The mean loss rate was <0.1% for both types of network; this allows using
both deployments in critical applications requiring >99.9 availability [64]. However, we
observed a higher loss rate (7%) under the gateway (approx. 3 meters under a gateway
with the reinforced concrete roof in between, the building E—the place with highest RSSI
−70 dBm, see Figure 7). Although the private network offers higher RSSI than the public
network, the public operator offers sufficient service to cover indoor conditions in this case.
Based on the authors’ market knowledge, the 868 MHz traffic will probably become denser
in the future due to the growing number of sensors. Therefore, we can expect that the
selected channels in the frequency plan will gain a higher noise level and the −119 dBm
might become a border value for the sensitivity because the interferences might cause a
signal strength degradation of over 20 dB for the LoRaWAN technology [62].

Figures 9 and 10 provide results for both networks on the fifth floor. The private
network signal strength was in the range of −86 to −115 dBm with a strength loss of
>10 dB in most of the building, except for the building A, where the degradation was
minimal due to the line-of-sight between the building and the gateway. The loss rate in
the private network grows to 1%. Moreover, the higher loss rate under the gateway in the
building E was not observed. On the other hand, the public network signal strength ranged
from −98 to −119 dBm. The min/max values are the same as on the previous floor, but the
heat-map shows a rapid decrease of the mean RSSI (Figure 10). Further, the average loss
rate on the fifth floor grew to 7% in the public network, which allows using it in non-critical
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indications, metering, and other applications requiring (>90%) availability. On this floor,
the private network starts to show a slight advantage.

Figures 11 and 12 provide results for both networks on the third floor. The signal
strength for the private network was in the range of −97 to −115 dBm. The signal strength
dropped again by about 5 to 10 dB and the loss rate increased to 4%. However, the network
parameters were stable, and the communication service was available throughout the
whole building. An availability of 96% allows using it in most of the metering applications
which require (>90%) availability [64]. Further, the range of RSSI for public networks was
in the range of −116 dBm to no signal (N/O). The signal strength also decreased by another
10 dB. Compared with the calibration value, the attenuation is already more than 30 dB,
which can be considered as a deep(er) indoor condition. The public service was already
unavailable in some parts of the university complex (buildings A, B, and C). In other parts,
the service was on the border of the measuring device’s sensitivity. The heat map shows
cold signal places throughout the whole building. Further, the average loss rate on this
floor increased to 10% for the public network. This is the border value for most of the
current applications [64].

Figures 13 and 14 provide results for both networks on the first floor. We experienced
very deteriorated communication conditions. The building C is in the basement (below
ground level). Other floors are above ground. For this reason, the building C shows the
worst results. The private network RSSI ranged from −113 to −117 dBm (with no signal in
the upper-right corner of the building C—marked as N/O). In the other parts of the campus,
the RSSI values ranged from −89 to −115 dBm. The parameters were stable, and the loss
rate increased to 5%, which still allows using it in most of the metering applications
requiring (>90%) availability [64]. However, the public service was unavailable in the
building C, and most of the other parts were on the border of sensitivity, close to −120 dBm.
The loss rate grew to 12%, which is unacceptable for most of the current communication
applications. The lowest floor, where very deep indoor conditions were experienced, shows
the most significant differences between the private and the public network. Both networks
show significantly decreased service quality.
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Figure 14. Public network coverage and signal propagation on the first floor.

The presented results illustratively demonstrate the specifics of the public network’s
coverage. The deep middle of the buildings is mostly poorly covered, while the edges
feature a higher RSSI benefiting from multiple gateways located around. Meanwhile, our
results show that it is possible to cover the whole complex by one single private gateway.
For use cases with a higher number of end-nodes, the multiple-gateway solution should be
used, i.e., we could add another gateway to the building A or C to improve the network
parameters. This shows another advantage of the private network. We can add more
gateways to boost the performance where and when needed. Unfortunately, this level of
flexibility is hard to achieve when being served by a public network.

4.2. Security Evaluation

This section reports the comprehensive security analysis of LoRaWAN and names
several benefits of private LoRaWAN deployments. We focus on the basics of security
properties and vulnerabilities, and we also mention several improvements in related works.
Notably, we analyze how LoRaWAN specification 1.1 (released in October 2017) and the
most recent specification 1.0.4(2020) address the security issues present in the previous
specification (1.0).

The following LoRaWAN specifications are currently available: 1.0 (2015 [65]), 1.0.1
(2016 [66]), 1.0.2 (2016 [67]), 1.1 (2017 [10]), 1.0.3 (2018 [68]), and 1.0.4 (2020 [69]).

Version 1.0.1 brings many corrections and clarifications to the definitions of the previ-
ous specification. Version 1.0.2 separates regional parameters from the link-layer specifica-
tion. Subsequently, version 1.1 was released, which addresses additional roaming features
and security improvements. Consequently, since the industry did not move to version
1.1 and is still building the 1.0 series of infrastructure and products, the LoRa Alliance
has created version 1.0.4, which is currently the latest version of the 1.0 series, into which
some features from 1.1 are imported. From a security perspective, versions 1.0.1, 1.0.2, and
1.0.3 are almost identical. This is worth noting that since the public networks have been
(i) deployed earlier, and (ii) have to host the older sensors, they often base on the older
versions of LoRaWAN specification.

The LoRaWAN security design is mainly based on symmetric cryptography. The spec-
ifications 1.0 [65] to 1.0.3 [68] define the following main security procedures:



Sensors 2022, 22, 2042 16 of 25

Key establishment: The LoRaWAN specification 1.0 offers two approaches to estab-
lish keys. The first approach is the OTAA (join procedure). The end-device and the NS
(or a JS) generate the AppSKey and NwkSKey keys from the same preshared AppKey.
The second approach is the ABP activation. The device address (DevAddr), network ses-
sion key (NwkSKey), and application session key (AppSKey) parameters are configured
at production time. OTAA is considered more secure than ABP, but it still has several
security issues.

Authentication: Each node has a 64-bit globally unique identifier called device iden-
tifier (DevEUI) and a unique 128-bit AES key (called AppKey) that are set by vendors or
application providers. The application identifier (AppEUI) uniquely identifies the applica-
tion. The OTAA proves that both the end-device and the NS (or a JS) have the knowledge
of the preshared AppKey key. The end-device sends the join request message with AppEUI,
DevEUI, and DevNonce and adds the message integrity code (MIC) computed by App-
Key. The NS checks the MIC and generates keys for data encryption and data integrity.
The server responds to the end-device by the join accept message with the MIC. The mutual
authentication is ensured by the knowledge of the AppKey on both sides.

Key update: Session keys can be updated several times, but the preshared master key
AppKey cannot be updated.

Encryption: Data encryption is ensured by the 128-bit AES encryption in the CTR
mode. Application payloads are encrypted by the end-to-end shared key AppSKey, which
is known only to the end-device and the AS. Nevertheless, the NS also knows the AppSKey
and can decrypt the messages. Therefore, the NS has to be trustworthy.

Data integrity: Data integrity is ensured by the 32-bit message integrity code (MIC)
produced by the CMAC function using the 128-bit AES encryption. The 4-byte MIC is
calculated from a MAC payload and the NwkSKey key shared between the NS and the end-
device. This code is added after the MAC payload. To avoid a packet replay attack, a frame
counter is used (16 bits). However, the payload could be flipped due to the AES-CTR mode
not providing data authentication.

4.2.1. Vulnerabilities

There are several imperfections and security issues of the LoRaWAN technology
(specification 1.0.x):

• The preshared key AppKey cannot be updated. The key update problem is discussed
in [70].

• The keys are persistently stored on a LoRaWAN device and could be subject to physical
attacks. Using a tamper-resistant storage (i.e., secure element, HSM) improves the
security of the stored key, but it also increases the costs.

• The paper [71] demonstrates that LoRaWAN transmissions are prone to jamming attacks.
• The paper [72] shows that the OTAA approach enables attackers to conduct a replay attack.
• The operator’s NS knows the application keys and can decrypt the end-to-end com-

munication, as noted in [73] (fixed in 1.0.4).
• The paper [74] shows potential vulnerabilities to denial of service (DoS) attacks during

the join procedure.

4.2.2. The State-of-the-Art Improvements

In the following, we analyze the recent works and improvements to the LoRaWAN
security approaches.

Kim and Song [70] propose a dual key-based activation scheme. Their proposal
resolves the problem of key updates by using a dual key setup. Keys, that users share with
the NS and the AS, are recomputed from previous keys and nonces by the AES encryption
function. The proposal addresses such security requirements as authentication, message
integrity, data confidentiality, and replay attack prevention. End node authentication
is achieved by using the shared key with the NS and checking the CMAC value in the
join phase.
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The public key infrastructure of LoRaWAN has several security issues related to key
management and the join phase. For example, the paper [72] demonstrates that attackers
may misuse the OTAA for a replay attack. The paper presents this attack and offers the
countermeasure by adding a masking token. Kim and Song [73] present a secure D2D link
establishment scheme that consists of the SecureD2DReq, and SecureD2DAns messages
exchanged between end nodes and the NS. The NS delivers security parameters to both
nodes, so that both D2D nodes can securely establish cryptographic keys for protecting
the D2D communication. A minor disadvantage is that the NS knows the encryption
keys that are used between the nodes. In consequence, the NS has to be a trusted party.
The work [75] presents a reputation system in order to select trustworthy nodes as proxies
that are involved in the key derivation phase in order to improve the key robustness.

4.2.3. Security Improvements in LoRaWAN ™ 1.1 Specification

The specification 1.1 [10] released in 2017 and LoRaWAN™ Backend Interfaces 1.0
Specification [17] enhance the security in several ways and reflect many security issues
discovered in the previous version of LoRaWAN standard. The security improvements and
differences are as follows:

Key establishment: The LoRaWAN specification 1.1 offers a preshared symmetric key
approach and OTAA and ABP procedures to derive session keys. However, LoRaWAN 1.1
adds another AES-128 root key, called NwkKey, which is used to derive the FNwkSIntKey,
SNwkSIntKey, and NwkSEncKey session keys. This key may be shared with a network op-
erator in order to manage the join procedure and to derive network session keys. The other
root key, AppKey, is used for the derivation of the AppSKey session key. The security im-
provement is that users do not need to share AppKey with the network operator. AppKey
and the derived AppSKey can be used solely for end-to-end encryption. Nevertheless,
the devices (defined by LoraWAN 1.1) that communicate with NS (defined by LoraWAN
1.0.x) must only use NwkKey to derive all keys in order to preserve backward compatibility.
Using the security elements and HSM to store the shared keys is still not possible.

Authentication: The version 1.1 improves OTAA (join procedure) by modifying
JoinAccept MIC in order to prevent the replay attack. Further, all nonces are not random
numbers but counters. Newly, OTAA is managed solely by the JS (not NS), which has to
know both shared root keys. The mutual authentication is still based on the secrets shared
between the devices and the JS. The knowledge of secrets is proved by computing and
checking the CMAC functions (MIC).

Key update: Devices supporting LoRaWAN 1.1 can update session keys and reset
counters by the rejoin procedure. The size of counters is increased from 16 bits to 32 bits.
Nevertheless, the root keys (AppKey, NwkKey) cannot be updated as in 1.0 to 1.0.3.

Encryption: Data encryption is ensured by the 128-bit AES encryption in the counter
with CBC-MAC (CCM) mode (not only CTR as in 1.0). Newly, the NS is not able to decrypt
application data without AppSKey.

Data integrity: The version 1.1 defines the CCM authenticated encryption mode that
provides data integrity. The data integrity of uplink frames is newly ensured by two CMAC
functions with two keys (SNwkSIntKey, FNwkSIntKey). MIC is composed of 2B-cmacS
and 2B-cmacF, but the length remains the same (4 B).

A comparison of the security aspects of both the LoRaWAN 1.0 standard and the new
LoRaWAN 1.1 standard is displayed in Table 4.

The main improvement of the version 1.1 is in defining another key solely for the
network level. This enables an enhancement of security for users and developers in public
networks. In this way, users who do not use the operator’s JS can encrypt data at the applica-
tion layer without being worried about the operator listening. Nevertheless, some security
associations between servers are still outside the scope of the LoRaWAN specifications.
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Table 4. Differences in security parameters for LoRaWAN 1.0.x and LoRaWAN 1.1.x.

Security Procedure LoRaWAN 1.0.x LoRaWAN 1.1.x

Key establishment OTAA/ABP Added the second root key and enhanced key deriva-
tion

Authentication 64 b/128 b keys Improved anti-replay technique

Key update Only session key Session key enhanced by the rejoin procedure

Encryption AESCTR-128 AESCCM-128 and enhanced data confidentiality at the
application layer

Data integrity 32 b MIC Provided by AES-CCM (2CMAC functions)
Data obtained from the standard specification [9–58,65,67].

4.2.4. Security Improvements in LoRaWAN ™ 1.0.4 Specification

Version 1.0.4 brought several improvements from version 1.1. Specifically, the security
procedures require the 32-bit frame counter size being stored in persistent memory, such as
NVRAM, so that the value remains stored with the rest of the security context during the
reboot for the ABP device. As a result, the counter value will not be reset, thus preventing
possible threats, and the behavior of DevNonce was changed so that the DevNonce values
of the device monotonically increase so that the work of a JS is much easier, and it is
possible to monitor DevNonce to prevent replay attacks that are possible when using the
same DevNonce.

4.2.5. Security Comparison of Private and Public Network

Due to several security imperfections in the public networks and basic specifications
(mainly in 1.0 series), we assume that employing a private network may provide higher
security than a public one under certain conditions. The main security benefit of using
the private network is that keys are controlled and created by the end-users themselves.
There is no possible danger caused by exposing encrypted data to a public operator.
The specification 1.1 fixes this issue, but the problem remains if the operator employs the
1.0 series network server. Further, the developers can improve the security in their own
private networks by adding security features and procedures presented in the state-of-
the-art works, such as device-to-device encryption, reputation approaches, or by solving
security associations between servers.

At the same time, the larger public networks have one benefit—they can offer higher
availability benefiting from multiconnectivity and presence of multiple gateways, and thus
are more resistant to some kinds of attack, such as replay and denial of service attacks.
A private network topology with a low number of gateways can be overwhelmed by a large
amount of malicious or repeated messages. In these situations, robust public networks
could be more stable and reliable.

4.3. Deployment Ease Evaluation

This section contains two main parts: (1) costs evaluation, which provides a clear idea
of the expected expenses for both public and private networks, and (2) methodology, which
discusses the series of steps and operations for deploying the private or public network.

4.3.1. Deployment Costs Evaluation

This section briefly speculates on the costs of the private and the public network.
However, an accurate analysis is strongly affected by the business practices and costs
in each region and thus is beyond the scope of this paper. We include this analysis to
support the evaluation of private and public networks; and to show the main differences
in the nature of the costs they inquire. Moreover, this section might also serve for future
estimation in specific use cases by application developers.
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The costs of technology and solution are based on two types of costs: (i) CAPEX
(capital expenditures); and (ii) OPEX (operating expense). The list of items which form the
CAPEX costs is displayed in Table 5. Together, these items make up the total CAPEX costs:

∑ Ccapex = Cprop + Csus + Cbld+

+Cres + Ccap-oth − Cdis − Csell.
(2)

Table 5. The list of components of CAPEX costs.

Parameter Description

Cprop

From the end-user perspective, in the case of public network, the propriety costs are
mainly composed of the costs of the end-devices. However, the private networks
must also include other costs, i.e., gateways, racks, cables, antennas, feeders, software
customized solutions, and others. Moreover, the costs for network optimization must
include covering the places with a higher noise level (for an estimation of a precise
simulation model needs to be made). If a larger private network is considered, it
might also be necessary to include core infrastructure building costs if needed.

Csus

Sustainability needs to be included if the horizon of the considered application is
beyond the device’s lifetime (i.e., devices with a 15-year lifetime will be used in
applications with a horizon of 30 years).

Cbld

If a large-scale private network is considered, there might also be additive costs
for renting roofs or buildings for gateways. However, this item considers only the
buying price for the buildings, where the fees (if any) are included in the similar
item for the OPEX costs.

Cres

The LoRaWAN technology is still quite new on the market, and most of the end-
devices are of basic character. More specific applications could require research of
the end-devices, which will also impact the final CAPEX costs.

Ccap-oth

There might be other additional costs not mentioned above, i.e., high-level design
(HLD), low-level design (LLD), detailed-level design (DLD), installation and deploy-
ment costs, device configuration, supplies or network optimization costs (work).

Cdis
There will be a certain discount on the price of the devices (item Cprop) based on the
seller and amount of devices.

Csell

If the time difference between the application horizon and the device lifetime is >0,
there is a possibility of selling the network equipment, which slightly lowers the
CAPEX costs (i.e., the devices with a 15-year lifetime will be used in an application
with a horizon of 5 years).

The CAPEX of a private network highly depends on the size of the network. Based
on our experiences, the CAPEX costs of private network are considered to be higher than
public network costs due to the high Cprop and Ccap-oth.

The list of items which form the OPEX is displayed in Table 6.
Together these items result in the total OPEX costs:

∑ Copex = t · (Cfee + Cenr + Crent1+

+Crent2 + Cope-oth),
(3)

where t is the application horizon in years. The OPEX of both networks highly depends on
the size of the network. Moreover, the OPEX costs of a private network are considered to
be lower than the public network costs, because most of the applications, such as smart
grid, smart city, smart home, and others, are considered to be included in the functional
user’s infrastructure without any need to build new ones. However, the OPEX costs of the
private network will markedly increase if no infrastructure is provided.
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Table 6. The list of items constituting OPEX.

Parameter Description

Cfee

In the public network, there will be regular fees based on the number of devices
and the number of messages. Though the private network has no device or message
fees, the fee for the back-end (LoRaWAN server) needs to be considered. Moreover,
the gateways need to be connected via a transport technology such as cellular or
Ethernet. For this reason, there might be additional costs for transport services
(connecting the gateways). Further, this item also includes regular fees such as
software licenses, software updates, and paid support.

Cenr

The price for energy consumption. The public network mostly contains only end-
devices which are often powered by batteries (devices powered by power network
should be included here). However, the private network’s energy consumption costs
must include the cooling system energy costs as well as main servers, gateways, and
other devices used for the LoRaWAN infrastructure. Moreover, this part should also
include battery exchange, which occurs in the use cases with a higher frequency of
messages, where batteries last only several years.

Crent1
These are the rents for roofs or pillars for antennas, which are necessary in the private
networks (large-scale private applications only).

Crent2
Second renting part, where rented parts of the infrastructure might be included
(again, mostly in the large-scale private applications only).

Cope-oth
Other operational costs such as material costs, insurance, surveillance, training,
taxes, salaries, depreciation, and others.

Note: All the costs must be computed for one whole year.

The whole costs of the application might be computed as follows:

∑ C = Ccapex + Copex. (4)

4.3.2. Methodology of Deployment

The public and the private network should follow a certain methodology for deploy-
ment. However, our experiences show that these methodologies slightly differ from each
other. This chapter introduces a summary of deployment methodology for both private
and public networks based on our best practice.

• Decision- making
1. Estimate the size of the network (geographic area, number of gateways for a private

case, number of nodes, density of nodes), desired service parameters (availability,
throughput, type of communication, latency, communication frequency), and desired
additional services (such as localization service presence).

2. Determine the possible future growth of the network or the network requirements. In
addition, determine the possible future growth of the environment (i.e., new shopping
areas, industrial complexes, and other noise-generating elements).

3. Analyze the feasibility of handling these requirements and future needs by LoRaWAN
accounting for frequency regulations and technology limitations (check the availability
of desired devices for the selected application). Decide whether the LoRaWAN
technology is suitable for the selected use case. If possible, make a cost-efficiency
analysis for LoRaWAN and other technologies (include the cost of development if
end-devices are not available).

4. Use tester device(s) to characterize the signal quality of the public service from the
most remote and difficult points (ask for an exact frequency plan of the network
service provider). Discuss the possibilities of service-level agreement (SLA) with the
public operator. Based on the results, selected parameters, and cost-efficiency, decide
whether to go for either the private or the public network.



Sensors 2022, 22, 2042 21 of 25

• Private Network

1. Estimation of the network coverage should be computed via simulation tools, i.e., Ra-
dio Mobile. This software uses the Irregular Terrain Model (ITS) based on the Longley–
Rice model, which is a method for predicting the attenuation of radio signals for
a telecommunication link in the frequency range of 20 MHz to 20 GHz. Based on
the results, the position of the gateways should be established with reference to the
simulation and also the node density. However, the best position may not be always
available, and the location of already owned infrastructure should also be considered).

2. Make a noise analysis and select a frequency plan. Deploy the gateways based on the
estimated plan.

3. Select power levels and data rates (if adaptive data rate is not in use) for the nodes.
Use the tester device to characterize the quality of the signal from the most remote
and difficult points.

4. Optimize the network by replacing or adding gateways and device antennas.
5. Deploy the first devices and test the long-term parameters of the network by monitor-

ing the main parameters, i.e., availability and latency.
6. Scale the network up by continuously monitoring the main metrics.
7. The network parameters will change continuously over time, and the network needs

to be continuously optimized to preserve the required parameters.

• Public Network

1. To ensure the performance metrics, agree with the public operator on the parameters
via SLA.

2. Select power levels and data rates (if adaptive data rate is not in use) for the nodes.
3. Deploy the first devices and test the long-term parameters of the network by monitor-

ing the main parameters, i.e., availability or latency.
4. Scale the network up by continuously monitoring the main parameters
5. The network parameters will change continuously over time, and it is necessary to

continuously control the SLA from the operator.

4.4. Results Discussion

The private approach has a slight advantage over the public approach, because of
the possibility of customizing the frequency plan and many other variables. Moreover,
our results show a clear advantage of the private network’s performance for an end-user,
whose devices are located in a reasonably small geographical area, with respect to coverage
(indoor), signal strength, signal propagation, or loss rate. However, the private network will
need to increase the number of gateways to provide sufficient communication performance
for an increased number of devices or for mobile devices. We provided a methodology
for estimating the expenses which impact both of the LoRaWAN approaches. However,
these need to be brought into a real-case context. Meanwhile, security-wise, the private
approach offers, again, a slight advantage and a higher level of security, mostly thanks to
the private key management without a third party and the possibility of improving the
internal security mechanisms.

5. Conclusions and Future Work

This article clarifies the differences between the private and the public deployments of
the LoRaWAN technology by providing theoretical and experimental results. We expect
that both types of LoRaWAN deployments will need to face the inevitable issues of growing
of the background noise level caused by the increasing number of devices in the unlicensed
band. The results presented in this study demonstrate the importance of frequency resource
usage optimization.

The number of the gateways and their optimization in the context of both private
and public network is another issue of the utmost importance, requiring further research.
Notably, in the current study we focused on the uplink-only traffic, which is specific
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for sensor devices. Meanwhile, the downlink traffic (relevant, e.g., for actuator devices)
introduces a number of novel challenges and optimization dimensions, which can also
affect the interplay between public and private deployments. One of the notable issues here
is the half-duplex nature of many commercial gateways and uplink–downlink interference.

In addition, in the paper, we approached and discussed the security aspects and
cost structures for both private and public networks. We identified the different trade-
offs between the parameters and performance metrics, and showed that under particular
implications either of the approaches may outperform its counterpart. This justifies the
need for further research to enable development of more accurate and easy-to-use models,
which can be used to plan and assess the deployment of LoRaWAN networks. This is the
challenge we aim to approach in our further studies.
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Abstract: In the past decade, Long-Range Wire-Area Network (LoRaWAN) has emerged as one of
the most widely adopted Low Power Wide Area Network (LPWAN) standards. Significant efforts
have been devoted to optimizing the operation of this network. However, research in this domain
heavily relies on simulations and demands high-quality real-world traffic data. To address this
need, we monitored and analyzed LoRaWAN traffic in four European cities, making the obtained
data and post-processing scripts publicly available. For monitoring purposes, we developed an
open-source sniffer capable of capturing all LoRaWAN communication within the EU868 band. Our
analysis discovered significant issues in current LoRaWAN deployments, including violations of
fundamental security principles, such as the use of default and exposed encryption keys, potential
breaches of spectrum regulations including duty cycle violations, SyncWord issues, and misaligned
Class-B beacons. This misalignment can render Class-B unusable, as the beacons cannot be validated.
Furthermore, we enhanced Wireshark’s LoRaWAN protocol dissector to accurately decode recorded
traffic. Additionally, we proposed the passive reception of Class-B beacons as an alternative timebase
source for devices operating within LoRaWAN coverage under the assumption that the issue of
misaligned beacons can be addressed or mitigated in the future. The identified issues and the
published dataset can serve as valuable resources for researchers simulating real-world traffic and for
the LoRaWAN Alliance to enhance the standard to facilitate more reliable Class-B communication.

Keywords: IoT; LoRa; LoRaWAN; Class-B; dataset; network sniffer; traffic monitoring; time
synchronization

1. Introduction

The Internet of Things (IoT) has revolutionized the way we interact with our envi-
ronment, enabling a wide range of applications from smart cities to industrial automation.
Low Power Wide Area Networks (LPWANs) have emerged as key technology for IoT,
providing a balance between low power consumption and long-range communication.

Long-Range Wire-Area Network (LoRaWAN), a popular LPWAN technology, is based
on the Long-Range (LoRa) physical layer and provides features such as adaptive data rates,
bidirectional communication, and various device classes, making it suitable for different
use cases. Given the limited Radio Frequency (RF) power of 25 mW, LoRaWAN facilitates a
communication distance of up to 5 km in urban areas [1]. These diverse capabilities have
led to widespread adoption across various industries, establishing it as a vital component
in the growing IoT ecosystem [2,3].

The LoRa Physical (PHY) layer employs a unique modulation technique known as
Chirp Spread Spectrum (CSS). CSS facilitates long-range communication and robustness
against narrow-band interference by spreading the information signal over a wider band-
width [4]. Above this, the LoRaWAN Medium Access Control (MAC) layer provides a
standardized protocol for IoT devices [5].

Sensors 2023, 23, 7333. https://doi.org/10.3390/s23177333 https://www.mdpi.com/journal/sensors
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LoRaWAN features three distinct device classes—A, B, and C—addressing different
application requirements and power constraints [5]. Class-A devices offer the highest
energy efficiency, suitable for applications with infrequent communication needs, with brief
receive windows after each transmission. Class-B devices provide predictable downlink
communication latency by synchronizing with network beacons and enabling scheduled
receive slots, maintaining moderate power consumption. Class-C devices prioritize down-
link latency over power efficiency, offering continuous receive windows for near real-time
communication. End devices use a random access transmission method (ALOHA), which
allows them communication without the need for pairing with a specific gateway.

Given the complexity and diverse operating conditions of LoRaWAN, it is essential
to gain insight into its actual internal functionality in real deployments using tools for
network communication analysis. To address this need, we developed a dedicated hard-
ware sniffer—a specialized device designed to capture and decode wireless traffic. In
the context of LoRaWAN, this sniffer can be used to collect a dataset and subsequently
investigate various aspects of the network, such as signal strength, coverage, data rates,
and communication protocols. These insights can help identify potential issues, evaluate
network deployments, and optimize configurations for better performance. To provide
the greatest flexibility in analyzing the recorded packets, we selected Wireshark—a widely
recognized open-source network protocol analyzer.

Our research is guided by several key questions related to the dataset. Firstly, we aim
to determine which information can be extracted from captured real-world traffic within
a LoRaWAN network, with particular attention to downlink traffic and Class-B beacons.
Furthermore, we investigate how Class-B beacons and their optional extensions are used in
actual installations. It is also crucial to assess whether security and spectrum regulations
are followed in current LoRaWAN deployments. Another key aspect of our research is
to examine the accuracy and reliability of time synchronization in LoRaWAN, notably
regarding the Class-B beacons, and their susceptibility to interference and misconfiguration.
Finally, we explore the potential for new applications of Class-B beacons.

Contribution of This Work

We collected and analyzed a large dataset [6] of real-world LoRaWAN traffic from
four European locations. Unlike previous datasets [7–10], our collection includes uplink,
downlink, and Class-B traffic. In the Results and Discussion section, we present an anal-
ysis that encompasses the Class-B beacons and highlights potential issues of LoRaWAN
deployments.

To obtain this dataset, we used a custom LoRaWAN hardware sniffer. Both the hard-
ware and software sources of this device are available online [11]. Recognizing the outdated
LoRaWAN protocol support in Wireshark, we enhanced its capabilities for decoding real-
world traffic. These improvements are incorporated into the Wireshark development
branch and are now publicly accessible.

Furthermore, we proposed an innovative approach of using Class-B beacons as a
timebase source in urban environments. This method offers several advantages over
alternative time sources such as Global Navigation Satellite System (GNSS), DCF77, and
Network Time Protocol (NTP), including better indoor reception, smaller and more cost-
effective antennas, and independence from internet connectivity.

Hence, the main contributions of this work are as follows:

• it describes a novel LoRaWAN sniffer with open hardware design files and soft-
ware framework that allows capturing all LoRaWAN traffic and its examination
in Wireshark;

• it provides a large public dataset with real-world traffic captured in multiple locations;
• it analyzes the unencrypted part of captured packets, providing insights into network

operators, end device manufacturers, and LoRaWAN feature support;
• it provides an analysis of Class-B beacons regarding precise timing and gateway

localization;
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• it points out to several identified issues, like invalid Class-B beacons, compromised
encryption keys, and invalid LoRaWAN traffic;

• it proposes the novel use of Class-B beacons as a timebase source.

2. Related Research

The IoT research community recognizes the significance of real-world, quantitative
data for studying the network environments and deployments. Several LoRaWAN datasets
have been made available [7–10]. Bhatia et al. [7] gathered uplink packets from gateways in
the dense urban environment of London (UK). They included packet header information
and PHY layer properties reported by the gateways, making the dataset one of the largest
and most extensive [12]. Aernouts et al. [8] collected data focused on fingerprint localization
in Antwerp (Belgium). Their dataset contains a large volume of traces with known end
device position.

Blenn et al. [9] presented an analysis of The Things Network (TTN), obtaining a
dataset of packets through the TTN Application Programming Interface (API) using a
known default network key. However, their findings were constrained to TTN uplink
traffic due to its API limitations. Presently, the acquisition of such dataset is no longer
feasible due to the evolution of the TTN backend.

Choi et al. [10] developed LoRadar, a passive packet monitoring tool, and conducted
an analysis of traffic within an anonymized city-wide area. Their study closely resembles
our research. However, they were limited to monitoring uplink sessions due to hardware
constraints. To the best of our knowledge, no previous study has attempted to capture both
uplink and downlink simultaneously.

An overview of the existing sniffers is provided in [13]. These sniffers are limited
to a single RF channel [14] or employ one multichannel concentrator [9,10]. They are
either based on a gateway (concentrator type) [9,10] or developed using the GNU radio
(SDR-type) [15]. Software-Defined Radios (SDRs) were deemed unsuitable due to high
Signal-to-Noise Ratio (SNR) requirements [15–17]. Recently, an SDR-based demodulator
competitive in SNR requirements was made available [18]. However, it still demodu-
lates one frequency and Spreading Factor (SF) per block, requiring over 100 differently
configured LoRa demodulator blocks for the intended sniffer functionality, which is com-
putationally demanding.

Other papers focus on simulating various LoRaWAN issues (overview in [19]) and
the deployment of custom experimental setups (controlled environments of nodes and
one or multiple gateways) [20,21]. Our work focuses on passive monitoring of real-world
traffic, similar to [10], but also includes an important study of downlink messages and
Class-B beacons.

Time synchronization in LoRaWAN has been analyzed in several studies, such as [22,23].
Ramirez et al. [22] achieved an excellent time error below 10 µs using a custom protocol in
a Class-A network. Rizzi et al. [23] employed a posteriori synchronization, enabling time
sync with an uncertainty in the order of tens of milliseconds. No studies have suggested
passive listening to Class-B beacons for time synchronization.

3. Sniffer Design

The sniffer is based on commercially available modules, and its software is customized
for capturing network traffic. It operates autonomously when connected to a power source,
storing the collected records locally and simultaneously transmitting them to a server over
the Long Term Evolution (LTE) modem.

To overcome the limitations of currently available devices, our new sniffer needs to
capture all LoRaWAN traffic according to the EU868 frequency plan, including the RX2
channel [24]. This necessitates supporting both uplink and downlink reception, which
differ in the chirp signal polarity at the physical LoRa layer. Additionally, we aimed to
receive Class-B beacons transmitted on RX2 channel with a non-inverted chirp signal. The
combinations of these parameters are summarized in Table 1.
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Table 1. LoRaWAN EU868 frequency plan with possible combinations of LoRa parameters [24–26].

Transmission
Kind Frequency (MHz) Spreading

Factor
Uplink Signal

Polarity
Downlink

Signal Polarity

RX1 channel 1 868.5 − 0.4 = 868.1 SF7–SF12 non-inverted inverted
RX1 channel 2 868.5 − 0.2 = 868.3 SF7–SF12 non-inverted inverted
RX1 channel 3 868.5 SF7–SF12 non-inverted inverted
RX1 channel 4 867.5 − 0.4 = 867.1 SF7–SF12 non-inverted inverted
RX1 channel 5 867.5 − 0.2 = 867.3 SF7–SF12 non-inverted inverted
RX1 channel 6 867.5 SF7–SF12 non-inverted inverted
RX1 channel 7 867.5 + 0.2 = 867.7 SF7–SF12 non-inverted inverted
RX1 channel 8 867.5 + 0.4 = 867.9 SF7–SF12 non-inverted inverted

RX2 869.525 SF7–SF12 1 – inverted
Class-B beacon 2 869.525 SF9 – non-inverted

1 SF12 for the LoRaWAN standard, SF9 for The Things Network [26]. The sniffer supports all spreading factors.
2 Class-B beacons use implicit header mode with specific settings [24].

The sniffer is based on the industry-standard IMST iC880A LoRaWAN concentra-
tor [27], a hardware device designed for receiving and processing LoRa signals in LoRaWAN
network gateways. The module is equipped with a Semtech SX1301 digital baseband
chip [28] and two Semtech SX1257 RF front end chips [29], providing up to 10 programmable
parallel demodulation paths. It supports multiple LoRaWAN channels in the 868 MHz
frequency band, enabling the simultaneous reception of data from multiple end devices.
Additionally, the module is also capable of performing time-stamping of incoming packets,
which is essential for precise time synchronization.

The main baseband chip SX1301 provides eight LoRa demodulators with automatic
SF selection on IF0–IF7 signal paths. Moreover, an additional LoRa demodulator with
fixed parameters and implicit header mode support, referenced as a SingleSF modem, is
available on the IF8 signal path.

There are several limitations introduced by the chipset. In the LoRa physical layer,
the modulated signal is represented by a chirp, which is a sinusoidal waveform whose
frequency increases or decreases linearly over time [4]. The SX1301 demodulator can only
detect chirps with one of two different polarities, each representing its inverse. Each LoRa
demodulator needs to know the polarity of a LoRa chirp signal in advance. As a result, at
least two iC880A concentrator modules need to be used for a simultaneous reception of
uplink and downlink transmission, each configured to demodulate a different chirp signal
polarity (GW #1 and GW #2).

The IF0–IF7 LoRa channels may be connected individually to radio front ends, ref-
erenced as Radio A or Radio B [27,28]. However, the useful bandwidth of SX1257 radios
is approximately only 925 kHz [30], assuming typical 125 kHz channels in the EU868
band [24]. This bandwidth is sufficient for the simultaneous reception of all RX1 channels
using both front ends. Nevertheless, the RX2 channel operates at a significantly different
frequency, making it impossible to receive using the typical configuration. This is not an
issue for a standard concentrator, as it only transmits on RX2 without receiving. However,
for a sniffer, complete data reception is desired. To overcome this limitation, a third iC880A
concentrator must be added to the sniffer system (GW #3). This concentrator enables
reception in the RX2 downlink with one of its eight LoRa demodulators. Figure 1 illustrates
the relationship between channels, bands, and radio front ends.

Another goal of the sniffer is to receive Class-B beacons. These beacons are transmitted
on the RX2 frequency with specific parameters involving the implicit LoRa header [24].
Demodulation of the header is supported by the SingleSF modem on the IF8 signal path.
An implicit header refers to a packet format where the length of the packet is not explicitly
included in the packet header. Instead, the packet length is assumed to be fixed and known
in advance. This reception is handled by the third concentrator module (GW #3).
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Figure 1. LoRaWAN EU868 channels and sniffer front ends.

3.1. Sniffer Hardware Overview

Figure 2 shows the block diagram of our LoRaWAN sniffer. Initially, the radio signal is
received by an Ultra-High Frequency (UHF) omnidirectional antenna with a gain of 2 dBi
and vertical polarization. This signal is subsequently filtered by a narrow bandpass filter,
amplified by a Low Noise Amplifier (LNA), and then distributed to the inputs of three
iC880A modules via a power splitter. Table 2 outlines the function of each iC880A module.

Raspberry Pi

SD card

RTC
moduleGateway

IMST
iC880A-SPI 

Gateway

IMST
iC880A-SPI 

Gateway

IMST
iC880A-SPI 

GPS
receiver

LNA

1:4 RF splitter

1PPS

UART

I2C

SPI

SPI

SPI

LTE
modem

USB

Figure 2. Block diagram of the developed LoRaWAN sniffer.

Table 2. Roles of iC880A modules in the LoRaWAN sniffer.

Concentrator Receives on IF0–IF7 Paths IF8 Path

GW #1 RX1 channel 1–8 downlink –
GW #2 RX1 channel 1–8 uplink –
GW #3 RX2 downlink (IF0 only) Class-B beacon

A Raspberry Pi minicomputer serves as the central processing unit, which communi-
cates with the iC880A modules through its integrated Serial Peripheral Interfaces (SPIs).
In addition, it obtains the current time from a GNSS receiver module for accurate times-
tamping of the received packets. For this purpose, a 1 pps signal is distributed from the
GNSS module to all iC880A concentrators. The Raspberry Pi also has a Real Time Circuit
(RTC) connected to its I2C interface and an LTE modem connected via USB for remote
management and sending the measured data to the server. An external 24 V adapter powers
the whole device. Figure 3 shows the photo of the sniffer internal hardware. Complete
schematics and hardware design files are available online [11].

From a mechanical perspective, the complete LoRaWAN sniffer is enclosed in an
IP68-rated aluminum box, enabling safe outdoor installations. To accommodate the sniffer’s
requirement for GNSS-based time synchronization and LTE communication, an additional
plastic container conceals the GNSS and LTE antennas, eliminating the need for waterproof
external antennas. The two containers are securely bonded together and all openings are
sealed to maintain watertight integrity.
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Figure 3. Photo of the LoRaWAN sniffer internal hardware.

3.2. Sniffer Software Overview

The software relies on adapted open-source utilities supplied by Semtech, specifically
libloragw from the lora_gateway repository [30] and lora_pkt_fwd from the packet_-
forwarder repository [31]. The LoRa gateway library manages SPI communication between
the host computer and the SX1301 baseband chip. The packet forwarder employs the
gateway library to receive packets, incorporate detailed data, and transmit the packet via a
standardized UDP socket.

It was necessary to add support for handling multiple SPIs, switching chirp signal
polarity, receiving packets without a valid Cyclic Redundancy Check (CRC), and decoding
the Class-B beacon implicit header. As a result, the packet forwarder was modified to parse
configuration JavaScript Object Notation (JSON) files and pass the relevant settings to the
library, enhancing its versatility and adaptability. The complete software framework is
available online [11].

3.3. Data Processing

To address the limitations of original Wireshark LoRa encapsulation, we developed
an updated version of the LoRaTap header to efficiently manage the additional PHY
layer information, such as frequency channel, signal level, timestamp, and other relevant
details [32]. The sniffer’s JSON output produced by the packet forwarder utility can be
converted to the pcap format by conversion utility [11].

We also significantly updated the Wireshark LoRaWAN dissector. Key enhancements
include the addition of a LoRaWAN Class-B beacon dissector, Join Accept decryption,
support for MAC commands from the LoRaWAN v1.0.4 specification [5], and various
improvements to enable successful decoding of real-world traffic captured by the sniffer.
These modifications are integrated into the development branch for future official release
and are currently available through the Wireshark automated builds [33].

3.4. Analysis and Decryption

Subsequent data processing can be performed manually in Wireshark or through
automated scripts in Wireshark’s console version, TShark. We employed an automated
approach for the quantitative analysis of captured packets. Data post-processing from the
TShark utility is executed with Python scripts, while final statistical and visual processing
is carried out in MATLAB. The scripts are available online [11].

LoRaWAN packets are usually partially encrypted, with the keys generally unknown
to a sniffer device. However, there are several properties of LoRaWAN communication that
can be analyzed without knowing the decryption keys. The following fields of a LoRaWAN
packet are not encrypted:
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• Message Header (MHDR): Contains information about the message type (MType) and
LoRaWAN version.

• Device Address (DevAddr): A unique 32-bit identifier for the end device within a
specific network.

• Frame Control (FCtrl): Contains information about the Adaptive Data Rate (ADR),
Frame Options Length, and other control flags.

• Frame Counter (FCnt): A 16-bit counter value that increments with each uplink frame
to prevent replay attacks.

• Frame Options (FOpts): Contains optional MAC commands.
• Frame Port (FPort): Indicates the port number for application-specific or MAC layer

communication.

The application payload (FRMPayload) and Message Integrity Check (MIC) are en-
crypted for both uplink and downlink packets, requiring the corresponding keys for
decryption and verification [5].

LoRaWAN activation processes include the Over-the-Air Activation (OTAA) and
Activation By Personalization (ABP). OTAA involves an end device transmitting a Join
Request, encrypted with a pre-shared Application Key (AppKey). The network server
verifies the request, generates session keys, namely the Network Session Key (NwkSKey)
for the MIC and the Application Session Key (AppSKey) for the payload, and responds
with a Join Accept message, which includes the assigned Device Address (DevAddr). Given
the necessary keys, Wireshark can decrypt the join process packets, allowing for a more
comprehensive analysis.

ABP, on the other hand, involves pre-configuring the end device with session keys
(NwkSKey and AppSKey) and a DevAddr, enabling immediate communication without a
join procedure. While this approach simplifies the process, it may increase security risks
due to prolonged use of the same keys.

4. Results and Discussion

Data from the LoRaWAN networks were collected in four cities: Liege (Belgium), Graz
(Austria), Vienna (Austria), and Brno (Czechia). These cities were chosen for data gathering
due to various factors, such as their central European location, their prominence as major
urban areas with well-established LoRaWAN networks, and the intention to capture a
diverse range of city environments for data collection. Table 3 provides a summary of the
characteristics and details associated with each capture.

Table 3. Dataset details.

Location Geographic
Coordinates Sniffer Placement Capture Interval Days

Average
Packets
per Day

Valid LoRaWAN
Packets per Day

Liege
(Belgium)

50.66445° N
5.59276° E

Roof of a residential building in a
suburb area; limited view.

25 August 2022–
–19 September 2022 17.8 14,088 6609

Graz
(Austria)

47.07049° N
15.44506° E

Enclosed balcony of a historical
building in the city center; indoor.

26 October 2022–
–29 November 2022 26.3 6225 3215

Vienna
(Austria)

48.19666° N
16.37101° E

Roof of a university building in the
city center; clear view.

1 December 2022–
–4 January 2023 34.1 72,892 58,330

Brno
(Czechia)

49.22685° N
16.57536° E

Roof of a university building in a
suburb area; clear view.

16 February 2023–
–30 March 2023 42.0 46,467 30,937

Ideal placement of the sniffer in Vienna and Brno is evident in the distribution of the
number of packets received in uplink, downlink, and independent downlink (RX2), as
depicted in Figure 4. To account for varying time periods across the datasets, packet counts
in all histograms were normalized to display the number of packets per day.
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(a) (b)

(c) (d)

Figure 4. Distribution of LoRaWAN packets for individual receive chains for packets with valid,
invalid, and missing CRC in: (a) Liege dataset; (b) Graz dataset; (c) Vienna dataset; (d) Brno dataset.

In Liege, the site is primarily characterized by the downlink traffic—unconfirmed
data without a checksum, particularly on the RX2 channel. The Graz data also suggest
a suboptimal sniffer placement, as the sniffer predominantly captured downlink signals
from gateways (better positioned than nodes). Consequently, most of the received uplink
traffic was discarded due to wrong checksums, as shown in Figure 4.

4.1. Selected Results of Data Post-Processing

Despite optimal sniffer placement in Vienna and Brno, a higher number of packets
was received in the downlink compared to the uplink. The distribution of valid LoRaWAN
message types is depicted in Figure 5. To determine the validity of real LoRaWAN messages,
the CRC verification was applied at the physical LoRa packet level, and packet headers
were checked for errors. Payload checksums were verified for the Class-B beacons.

Suboptimal placement in Liege and Graz resulted in the reception of predominantly
downlink packets. Class-B beacons were observed in Brno, Liege, and Vienna. In some in-
stances, particularly in Liege, these beacons also conveyed additional information regarding
the geographic position of the gateway.

The Vienna dataset can be considered a representative source of data. The histograms
in Figure 6 demonstrate the identified transmission parameters. Spreading factors SF7 and
SF12 are dominant, with a coding rate of 4/5 required by the standard [24]. Channels are
occupied almost uniformly (except for the 867.5 MHz frequency), and most packets are
relatively short, with lengths of 12–19 bytes in the downlink and 20–40 bytes in the uplink.
The Received Signal Strength Indicator (RSSI) and the SNR confirm the superior placement
of gateways compared to nodes in terms of radio coverage.
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(a) (b)

Figure 5. LoRaWAN message types: Join Request, Join Accept, Unconfirmed/Confirmed Data
Up/Down, RFU, Proprietary, and Class-B Beacon in: (a) Vienna dataset; (b) Brno dataset.

Table 4 shows the percentage of traffic with declared Adaptive Data Rate (ADR)
support from end devices (extracted from uplink frames) and network servers (from
downlink frames), declared end device Class-B support, and the percentage of downlink
messages containing valid payload CRC.

Table 4. Support for ADR and Class-B features along with the occurrence of payload CRC in downlink
messages found in captured LoRaWAN messages.

Location Gateway Packets with
ADR Support

End Device Packets
with ADR Support

End Device Packets
with Class-B Support

Downlink Messages
with Payload CRC

Liege (Belgium) 3.9% 79.8% 2.3% 1.2%
Graz (Austria) 99.7% 57.4% 34.1% 99.7%

Vienna (Austria) 79.2% 83.6% 1.4% 81.9%
Brno (Czechia) 96.6% 86.6% 0.0% 99.3%

ADR is a feature that optimizes the data rate, transmission power, and airtime for
end devices based on their connectivity conditions [5]. In uplink frames, the ADR flag
set by the end device indicates its support for the ADR feature and requests the network
server to manage its data rate and transmission power settings. When the ADR bit is set
in a downlink frame, it informs the end device that the network server can send ADR
commands. The ClassB flag in the uplink packet header indicates to the network server that
the end device activated Class-B mode and is ready to receive scheduled downlink pings.

In accordance with the LoRaWAN standard, uplink and downlink packets are distin-
guished by the presence of payload CRC. While payload CRC is mandatory in the uplink
packets, the standard does not require it in the downlink, allowing for reduced airtime and
associated duty cycle for gateway transmissions [5]. However, the observed data indicate
that, aside from the Liege site, payload CRC is appended in the downlink by the majority
of LoRaWAN gateways.
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(a) (b)

(c) (d)

(e) (f)

Figure 6. Parameters of captured LoRaWAN messages in the Vienna dataset: (a) Spreading factor;
(b) Coding ratio; (c) Channel occupation; (d) Payload length; (e) Received Signal Strength Indicator
(RSSI); (f) Signal-to-Noise Ratio (SNR).

4.2. Network Operators

The DevAddr field serves as an identifier for the end device within the LoRaWAN net-
work [5,34]. It is transmitted unencrypted in both the uplink and downlink. To determine
the network operator, we cross-referenced the prefix of DevAddr with the LoRa Alliance
list [35]. The corresponding findings are presented in Table 5, which highlights significant
traffic (over 400 packets per day) from various locations. Identifying the source gateway
from a captured downlink packet is infeasible without access to the network server because
it lacks explicit gateway-related information.
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Table 5. Major network operators identified from the captured LoRaWAN traffic.

Network Operator
Liege Graz Vienna Brno

Packets
per Day

% of
Total

Packets
per Day

% of
Total

Packets
per Day

% of
Total

Packets
per Day

% of
Total

Private/experimental nodes 1312 21.6 3152 99.1 33,886 66.1 19,759 72.8
Minol ZENNER Connect – – – – 6138 12.0 – –
The Things Network 59 1.0 9 0.3 4600 9.0 2194 8.1
Proximus 2751 45.3 – – 4158 8.1 – –
Actility 972 16.0 – – – – – –
KPN 757 12.5 – – – – – –
Orbiwise – – – – 412 0.8 – –
Other/unassigned 218 3.6 19 0.6 2070 4.0 5193 19.1

4.3. End Device Manufacturers

In addition to analyzing the network operators, we also examined the end device
manufacturers by analyzing the Device Extended Unique Identifier (DevEUI) field in the
Join Request messages. The DevEUI is a globally unique number assigned to a LoRaWAN
device and complies with the 64-bit Extended Unique Identifier (EUI-64) format [5].

To identify the manufacturers of end devices within the captured dataset, we cross-
referenced the DevEUIs with the IEEE EUI-64 address space [36]. Table 6 presents the
results of this analysis, highlighting the major traffic (over 10 join packets per day) from
different manufacturers.

Table 6. Major end device manufacturers identified from the captured LoRaWAN traffic.

End Device Manufacturer
Liege Graz Vienna Brno

Packets
per Day

% of
Total

Packets
per Day

% of
Total

Packets
per Day

% of
Total

Packets
per Day

% of
Total

DZG Metering – – – – 603 38.6 – –
RisingHF – – – – – – 288 77.7
Milesight 13 26.2 <1 0.7 106 6.8 7 1.9
Microchip Technology – – – – 93 6.0 6 1.6
Invoxia 1 1.9 – – 90 5.8 – –
Laird Connectivity – – – – 74 4.7 – –
Adeunis RF – – – – 45 2.9 <1 ∼0
MClimate – – – – 2 0.1 42 11.4
Holley Metering – – – – 30 1.9 – –
ELSYS – – – – 23 1.5 – –
Dragino Technology – – – – 17 1.1 <1 ∼0
Seeed Technology – – – – 12 0.8 – –
Viloc 11 21.8 – – – – – –
Homerider Systems 10 18.8 5 43.0 1 0.1 – –
Other/unassigned 16 31.4 9 56.3 893 29.9 65 7.4

4.4. Class-B Beacon Analysis

In a LoRaWAN Class-B network, gateways must be synchronized to broadcast the
Class-B beacons. Two possible modes of the transmission exist: tightly synchronized, with
gateways synchronized to Global Positioning System (GPS) time with an accuracy better
than 1 µs, allowing them to transmit beacons every 128 seconds; and loosely synchronized,
where gateways can synchronize with GPS time with an accuracy better than 1 ms but
not 1 µs, requiring randomized beacon transmission. Tightly synchronized gateways
capitalize on the single-frequency network, while loosely synchronized gateways utilize
randomization to counteract beacon interference caused by lower transmit timing accuracy.

To effectively filter the sniffer data, we utilized specific settings for beacon reception
at the LoRa physical layer. These settings include an implicit header mode, SF9BW125,
CR 4/5, no CRC, a payload length of 17 bytes, a preamble length of 10 symbols, and a



Sensors 2023, 23, 7333 12 of 20

non-inverted LoRa signal [24]. The payload comprises a timestamp (representing seconds
elapsed since the start of the GPS epoch) and a gateway-specific parameter (e.g., geographic
coordinates or network/gateway identification). Each part is protected by an independent
CRC checksum.

Significant differences were observed between the various locations included in the
dataset. Ideally, 675 beacons per day should be received, considering the beacon interval of
128 s and tightly synchronized gateways without transmitting randomization. As expected
due to interference, the actual numbers were lower. However, the data from Vienna and
Brno also contained a substantial number of packets violating the LoRaWAN standard, as
discussed in later sections.

Table 7 presents an analysis of the captured LoRaWAN Class-B beacons across different
locations. All packets included in the table have both of their CRC checksums valid. The
timestamp correctness was determined by comparing the precise time of the beacon arrival
and the timestamp value contained in its payload. No Class-B beacons were included in
the captured data from Graz.

Table 7. Analysis of the captured LoRaWAN Class-B beacons.

Timestamp
Liege Graz Vienna Brno

Packets
per Day

% of
Total

Packets
per Day

% of
Total

Packets
per Day

% of
Total

Packets
per Day

% of
Total

Correct (includes location) 484 100.0 – – 383 40.3 – –
Correct (no location) – – – – 55 5.8 495 57.7
Incorrect, shifted by 18 s – – – – 505 53.1 – –
Incorrect, in UNIX format – – – – – – 361 42.1
Incorrect (other) – – – – 9 0.9 1 0.1

The locations of Class-B gateways broadcasting their coordinates in the Liege and
Vienna datasets, as well as lines connecting each gateway to the respective receiving sniffer,
are depicted in Figure 7.

(a) (b)

Figure 7. LoRaWAN sniffer placement and identified Class-B gateways beaconing its position in:
(a) Liege; (b) Vienna. Map source: “Mapy.cz”.

One of the most crucial pieces of data obtained was the accuracy of the beacon times-
tamps. Figure 8 displays the difference between the sniffer reference time, synchronized by
the 1 pps signal from the GNSS receiver, and the time of the received beacon packet. This
difference should ideally represent the beacon signal propagation delay. The time of the
received packet is adjusted by 154,143 µs to incorporate the following corrections:

• 1500 µs, the time delay specified in the LoRaWAN standard as TBeaconDelay [5];
• 152,576 µs, the beacon packet transmission time (calculated from the EU868 beacon

channel settings [24] with tool [37]);
• 67 µs, the empirically determined delay, likely due to sniffer signal processing.
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For gateways that broadcast their geographic position as part of the beacon payload,
we calculated the distance from the sniffer and displayed it as triangular marks in Figure 8.
The figure reveals the low jitter in the arrival times of beacons across all sites, enabling the
identification of individual gateways based on their distance from the sniffer. In addition
to the gateways confirmed through the geographic coordinates, Figure 8 displays the
reception of two more gateways in Vienna (at distances of approximately 31 km and 58 km)
and a gateway in Brno (at a distance of approximately 90 km). It is important to note that
this distance calculation assumes tightly synchronized gateways. Gateways that appear
to be significantly distant may be loosely synchronized, transmitting their beacons with a
small delay.

Figure 8. Time offset and corresponding distance between the GNSS reference and the received
Class-B beacons.

It is also evident that the beacons with invalid timestamps described earlier are in
close proximity to the sniffer. Considering the sniffer’s location on university campuses in
both Vienna and Brno, these gateways might be experimental and utilized for research and
development purposes.

4.4.1. Beacons in the Liege Region

At the Liege location, well-configured gateways were found near the border in the
Netherlands, specifically in the Maastricht and Haarlen area. A total of seven gateways
with unique coordinates were identified, situated between 15 and 36 km from the sniffer.
No gateways lacking the position or with invalid beacon frames were detected.

4.4.2. Beacons in the Vienna Region

Two nearby gateways broadcasting their geographic coordinates were identified.
Based on the timing analysis shown in Figure 8, it appears that two additional, more distant
gateways also contributed to beacon broadcasting.

However, alongside valid packets, a number of frames transmitted at incorrect times
were captured. The vast majority of these erroneous frames were offset by 18 seconds. This
offset is likely due to a faulty implementation of the conversion between the GPS time used
in Class-B beacons and the commonly used Coordinated Universal Time (UTC). GPS time
does not include leap seconds [38,39] and was synchronized to UTC on 5 January 1980.
In 2023, the number of leap seconds, i.e., the difference between GPS time and UTC, is
precisely 18 s.
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Although the majority of recorded beacons were either valid or shifted by 18 seconds,
the sniffer also recorded a significant number (0.9%) of packets with different time shifts,
as demonstrated in Figure 9. The frames are always shifted by a whole number of sec-
onds, meaning their synchronization within a one-second window is maintained. These
packets are likely sent by a malfunctioning gateway, where the system clock is not correct,
even though the actual beacon transmission is initiated accurately by the 1 pps signal.
Together with the packets shifted by 18 seconds, they pose a significant issue for Class-B
synchronization in the Vienna area and are likely to cause random network problems,
resulting in LoRaWAN downlink latency degraded to Class-A. In this situation, the Class-B
functionality of the end device depends on whether it synchronizes to a correct or invalid
signal during the beacon acquisition phase [40].

Figure 9. Difference between the actual reception time and the reported time in invalid Class-B
beacons from the Vienna dataset.

4.4.3. Beacons in the Brno Region

Two beacon signals were identified in the captured data from Brno. One correct signal
was received from a gateway with a time offset corresponding to an approximate distance
of 90 km from the sniffer’s location. No geographic coordinates that could confirm this
distance were found, and approximately 0.1% of the frames were invalid.

Another beacon was identified at a distance of about 2 km. The timing information con-
tained in this beacon was incorrect, shifted by 315,964,782 seconds. This value corresponds
to the 315,964,800 s difference between the GPS and UNIX time. By subtracting the 18 leap
seconds from this difference, we obtain the observed time shift. In other words, the gateway
transmits a UNIX timestamp instead of the GPS time required by the LoRaWAN standard.

4.5. Channel Occupation and Duty Cycle Violations

LoRaWAN transmissions in the EU868 band must adhere to regulations specified in
the ETSI EN 300 220 standard [25]. The duty cycle limitations for end devices and gateways
vary depending on the specific frequency sub-bands. However, it should be noted that
these duty cycle limitations are only required if the Listen Before Talk (LBT) is not used:

• band L, 865 MHz to 868 MHz, ≤1% duty cycle, includes RX1 channels 4 to 8;
• band M, 868.000 MHz to 868.600 MHz, ≤1% duty cycle, includes RX1 channels 1 to 3;
• band P, 869.400 MHz to 869.650 MHz, ≤10% duty cycle, includes RX2 channel.

The EU868 band is shared with other short-range devices that comply with the regu-
lations, typically employing narrow-band Frequency Shift Keying (FSK) and Amplitude
Shift Keying (ASK) modulations. We assessed the shared spectrum usage by calculating the
on-air time of each captured packet, a value derived from the spreading factor, bandwidth,
coding rate, preamble length, and packet length [37,41].
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Furthermore, we computed the total air time for all sites, separately for the uplink
and downlink, since different transmit directions utilize inverted, uncorrelated chirps. All
captured packets, including those with invalid CRCs, were considered in the calculation to
evaluate the total LoRa transmission time on the respective channel. The highest channel
occupation was observed at Vienna and Brno, as shown in Figure 10.

(a) (b)

Figure 10. Channel utilization by LoRaWAN packets in (a) Vienna dataset; (b) Brno dataset.

Associating a downlink packet with a specific gateway is unfortunately not feasible.
Nonetheless, it is possible to calculate the uplink on-air time for individual end devices
based on their DevAddr field. The ETSI EN 300 220 duty cycle limits are not applicable
to individual LoRaWAN channels; instead, they apply to specified bands that encompass
several adjacent channels.

Considering this criterion, we identified a total of eight devices in the Brno dataset
that, while adhering to the 1% duty cycle limitation on individual channels, exceed this
limitation by several times for the L and M bands (with duty cycles reaching up to 3.9%
for the L band and up to 2.6% for the M band). In the Vienna dataset, a single device
was discovered to violate the limitation (2.7% duty cycle in the L band). However, it is
worth noting that the devices we identified as exceeding the duty cycle limitation could
potentially be using the LBT strategy.

4.6. Compromised Encryption Keys

The captured data show that exposed encryption keys are used in existing LoRaWAN
networks. Semtech’s default key (2B7E151628AED2A6ABF7158809CF4F3C) [9] was identified
in the Brno dataset. This key is used as the AppKey for the OTAA by RisingHF devices by
default, according to the DevEUI identifier. A significant number of data packets (15.5%
of all valid packets) from ABP-activated devices in Brno use it as both the NwkSKey and
AppSKey. A smaller number of such devices were also discovered in the Vienna dataset
(0.2%).

Similarly, the Milesight default key (5572404C696E6B4C6F52613230313823) [42] was
identified in OTAA-activated devices across Vienna, Brno, and Liege, primarily utilizing
TTN. If an eavesdropper intercepts the entire Join Request–Join Accept pair, they could derive
the NwkSKey and AppSKey, enabling them to decrypt the entire communication of the
affected device.

A small number of packets in the Brno and Vienna datasets were also found to use the
empty key (00000000000000000000000000000000). In these cases, the devices appear to
be unconfigured or experimental.

4.7. Limited Front End Image Frequency Rejection

Strong packets can sometimes be received on two different channels with different
chirp polarities. This phenomenon arises due to the limited value of the Image Frequency
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Rejection Ratio (IMRR) of the radio front ends found in LoRaWAN gateways and the sniffer.
An example of this can be identified in packets #306 and #307 in the Brno dataset, with the
key characteristics depicted in Figure 11.

Frame 306: 62 bytes captured (496 bits)
Epoch Time: 1676538576.498914000 seconds
Src: b8:27:eb:af:ac:00:00:02
Flags: 0x0a, IQ Inverted, Checksum: CRC OK
Frequency: 867300000 Hz
Current RSSI: -112 dBm
SNR: -12.0 dB
Message type: Unconfirmed Data Up
Frame Payload: 0a79b794613ecd1c1d34b251f066

Frame 307: 62 bytes captured (496 bits)
Epoch Time: 1676538576.498908000 seconds
Src: b8:27:eb:af:ac:00:00:01
Flags: 0x08, Checksum: CRC OK
Frequency: 867700000 Hz
Current RSSI: -59 dBm
SNR: 10.5 dB
Message type: Unconfirmed Data Up
Frame Payload: 0a79b794613ecd1c1d34b251f066

Figure 11. Duplicate packets with different chirp polarities in the Brno dataset.

The packets were received almost simultaneously, with a negligible 6 µs difference.
Frame #307 is a valid uplink transmission with a signal strength of −59 dBm and a non-
inverted chirp. Given a received frequency of 867.7 MHz and a front end center frequency
of 867.5 MHz (as shown in Table 1), we can anticipate a mirror signal at 867.3 MHz. This
is confirmed by frame #306, which has a signal strength of −112 dBm. The difference of
53 dB corresponds to the IMRR value of the SX1257 front end employed in the sniffer.

Due to the signal spectrum inversion, such invalid packets can be easily identified by
the inverted chirp flag, because data marked as uplink in the LoRaWAN header should not
be detected by the downlink sniffer. To ensure data accuracy, these packets were filtered
out during processing. The described behavior could potentially overshadow a legitimate
weak packet at the mirror frequency. However, the likelihood of its occurrence is almost
negligible, given the low usage of the channels.

4.8. Invalid LoRaWAN Traffic with Valid Checksum

LoRa packets at the PHY layer contain a Synchronization Word (SyncWord), which
serves to differentiate the contents of the following payload. The use of the SyncWord can
be confusing due to limited information from the manufacturer.

Semtech recommends only two SyncWord values: 0x12 for private networks, and
0x34 for public/LoRaWAN networks [41,43]. Documents from the LoRaWAN Alliance [24]
and certain source codes [30] imply that SyncWord 0x34 is designated for all networks
utilizing the LoRaWAN protocol at the MAC layer. This interpretation suggests that
both publicly and privately designed networks following the LoRaWAN standard should
employ SyncWord 0x34. The private SyncWord 0x12 appears to be reserved for devices
utilizing LoRa modulation at the PHY layer without engaging the LoRaWAN MAC layer.

The SyncWord setting is crucial for both modulation and demodulation, as the receiver
does not accept packets transmitted with a different SyncWord [44]. This issue is not
merely about discarding packets in the case of a mismatch; it arises from the inability to
synchronize on the preamble–SyncWord pair [45].

All datasets contain packets with errors that the LoRaWAN dissector cannot decode.
The Liege dataset includes a significant number of invalid packets (4.7% of the total).
Invalid packets are identified by dissector errors or invalid MAC header entries, which
include a non-zero Reserved for Future Use (RFU) field and a Major version that is not
equal to R1.

Receiving an invalid LoRaWAN packet can be attributed to a misconfiguration of the
LoRa transmitter, which uses a custom payload for packets set with a public SyncWord. The
correct approach would be to use a dedicated private SyncWord, which appears to be the
issue occurring in the Liege dataset. Another possibility involves accepting invalid packets
that are erroneously evaluated as valid due to various factors. This could be attributed
to the limited reliability of the 16-bit payload CRC [41], which may occasionally fail to
identify packet corruption, or it could be due to the unwanted acceptance of packets with a
private SyncWord.
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The SyncWord issue was investigated in the InterOP project ATCZ175 [46], and its
results indicate a relatively low capability of the gateway to filter packets based on Sync-
Word. The success rate of receiving a private SyncWord packet when the gateway is set to
the public SyncWord depends on the signal strength and the SF used, with the possibility
of reaching up to 10%. Consequently, any traffic with a private SyncWord may lead to the
observation of invalid packets in sniffer datasets.

4.9. Class-B Beacons as a Timebase Source

Class-B beacons in LoRaWAN networks have the potential to serve as alternative
timebase source in urban environments. Beacon receivers typically lock within 128 seconds,
providing excellent long-term stability, as their timing is usually derived from a GNSS
receiver. According to the LoRaWAN standard, beacon timing is accurate within ±1 µs,
while measurements taken by the sniffer without further optimizations revealed an accuracy
of ±5 µs. This accuracy is further reduced by the wireless propagation delay—every 300 m
of distance represents an additional 1 µs offset.

Compared to GNSS, Class-B beacons can be received indoors, making them suitable
for time synchronization in buildings and other structures where GNSS signals are weak or
unavailable. Unlike GNSS, Class-B beacons do not require a clear view to the sky, enhancing
their reliability in urban environments where tall buildings, trees, or other obstacles might
obstruct GNSS signals.

Class-B beacons also offer several benefits compared to the DCF77, a Long-Wave (LW)
time signal broadcast from Germany. They exhibit high immunity to noise, making them
more reliable in urban environments where specific types of RF interference are common,
e.g., the LW interference affecting DCF77 signals. Class-B beacon receivers can use small,
cheap antennas, lowering the overall cost and making them more accessible for a wide
range of applications. Moreover, Class-B beacons have a similar lock speed to DCF77, with
a lock time of up to 128 seconds compared to DCF77’s typical lock time of 2–3 minutes [47].

Compared to NTP, Class-B beacons do not require an internet connection for time
synchronization, making them suitable for environments with limited or no internet ac-
cess. This independence from internet connections makes Class-B beacons a compelling
alternative for various applications.

To further enhance the lock time, a multichannel (e.g., SDR-based) device may listen
for Class-A downlink traffic, which may contain the DeviceTimeAns time command in its
unencrypted MAC header. Despite the limited accuracy of ±100 ms as defined in [5], this
may allow for a coarse lock. The listening device can also derive the time window for Class-
B beacon reception from this information, potentially reducing continuous receive time.

However, this proposed time synchronization may encounter difficulties if nearby
gateways transmit beacons that violate the LoRaWAN standard. Such issues have already
been observed in the Vienna and Brno regions, as previously discussed. Currently, no
method exists to verify the authenticity of a received beacon. Moreover, due to the harsh
RF environment, beacons may be disrupted by a wide-band UHF interference, resulting in
decoding errors and significantly longer lock time.

Despite these challenges, by leveraging the benefits of Class-B beacons, time syn-
chronization in urban environments can be significantly improved. The indoor reception
capabilities, noise immunity, cost effectiveness, and independence from satellite availabil-
ity and internet connections make Class-B beacons an attractive alternative for existing
time synchronization methods, provided that the associated disadvantages can be effec-
tively managed.

5. Conclusions

In this study, we created an extensive, publicly available dataset encompassing com-
plete LoRaWAN traffic from four European cities. This dataset enabled rigorous examina-
tion of real-world LoRaWAN network functionality. Our analysis revealed security and
system challenges, which include:
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• invalid Class-B beacon packets, which pose a significant synchronization issue and
are likely to cause random Class-B network problems;

• default encryption keys from Semtech and Milesight in existing LoRaWAN installa-
tions, which pose a security risk;

• end devices violating the duty cycle limitation for EU868 sub-bands, which could
potentially degrade the quality of service for other wireless devices.

We enhanced Wireshark’s LoRaWAN protocol dissector to accurately decode recorded
traffic, including data and MAC command decryption for packets with known keys. These
improvements are now publicly accessible. Additionally, we proposed the use of Class-B
beacons as a timebase source in urban environments.

Future research should incorporate datasets from a broader range of locations to
enhance understanding of LoRaWAN networks. Additionally, addressing the issues related
to invalid Class-B beacons is a critical next step. Class-B devices currently allow the fallback
to Class-A when they experience difficulties in tracking the beacon. However, this depends
on the specific device implementation, since the documentation only suggests an initial
non-specific synchronization [5,40].

Validating received beacons remains a challenge. The beacon payload may contain
an optional network/gateway identification. However, to the best of our knowledge, no
beacon filtering implementation has been introduced yet. Another approach could involve
transmitting the initial synchronization over a secure channel, specifically within a unicast
packet with a MIC signature. This method can be employed to acquire the correct Class-B
beacon. While a solution that utilizes the DeviceTimeAns command to acquire coarse time
has been implemented, its use remains optional.
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ABSTRACT

Aims. Since it launched on 22 March 2021, the 1U-sized CubeSat GRBAlpha operates and collects scientific data on high-energy
transients, making it the smallest astrophysical space observatory to date. GRBAlpha is an in-orbit demonstration of a gamma-ray
burst (GRB) detector concept suitably small to fit into a standard 1U volume. As was demonstrated in a companion paper, GRBAlpha
adds significant value to the scientific community with accurate characterization of bright GRBs, including the recent outstanding
event of GRB 221009A.
Methods. The GRB detector is a 75 × 75 × 5 mm CsI(Tl) scintillator wrapped in a reflective foil (ESR) read out by an array of SiPM
detectors, multi-pixel photon counters by Hamamatsu, driven by two separate redundant units. To further protect the scintillator block
from sunlight and protect the SiPM detectors from particle radiation, we applied a multi-layer structure of Tedlar wrapping, anodized
aluminium casing, and a lead-alloy shielding on one edge of the assembly. The setup allows observations of gamma radiation within
the energy range of 70−890 keV with an energy resolution of ∼30%.
Results. Here, we summarize the system design of the GRBAlpha mission, including the electronics and software components of the
detector, some aspects of the platform, and the current semi-autonomous operations. In addition, details are given about the raw data
products and telemetry in order to encourage the community to expand the receiver network for our initiatives with GRBAlpha and
related experiments.

Key words. instrumentation: detectors – space vehicles: instruments – gamma rays: general
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1. Introduction

GRBAlpha is an in-orbit demonstration mission of a gamma
detector system suitably small to fit into a 1U CubeSat size,
having an approximate dimension of 10 × 10 × 11 cm. In
this experiment, we validate our concept of employing such
small detector systems for extracting astrophysical data related
to gamma-ray bursts (GRBs; Pál et al. 2020; Řípa et al.
2022a). One of the most recent findings of GRBAlpha is the
characterization of GRB 221009A (Veres et al. 2022; Lesage
et al. 2022), an exceptionally bright and long gamma-ray burst
reported first by the Fermi Gamma-ray Burst Monitor (GBM).
We note here that this event was also detected by a series
of other instruments, including AGILE/GRID (Piano et al.
2022), AGILE/MCAL (Ursi et al. 2022), BepiColombo/MGNS
(Kozyrev et al. 2022), Insight-HXMT & SATech-01/GECAM-C
(HEBS; An et al. 2023), INTEGRAL/SPI-ACS (Gotz et al.
2022), Konus-WIND & SRG/ART-XC (Frederiks et al. 2023),
MAXI & NICER (Williams et al. 2023), Solar Orbiter/STIX
(Xiao et al. 2022), STPSat-6/SIRI-2 (Mitchell et al. 2022), and
XMM-Newton (Tiengo et al. 2023). As a comparatively small
detector, GRBAlpha provided an unsaturated observation (Řípa
et al. 2022b), and therefore allowed the scientific community to
accurately obtain the peak flux of the event (Řípa et al. 2023).

In this paper, we present a description of the detector subsys-
tem, the satellite platform, the operations scheme and the data
downlink management. With its mission concept, involvement
of students, and implementation of onboard transponder features
the satellite gained the support of the radio amateur community
and had an International Amateur Radio Union (IARU) coordi-
nation for downlink telemetry frequency in the UHF band1. Such
a world-wide community can be extremely valuable for GRB
astrophysics, due to the low latency of data downlinks for vari-
ous types of orbits. In order to meet our commitments toward the
amateur radio community, an extensive description is included in
this paper about the data format related to the telemetry structure
and the process required to convert raw data streams into a scien-
tifically relevant format. In order to further extend the available
data types for downlink and upgrade the scientific onboard soft-
ware in accordance, free code points are still available in the data
stream to preserve backward compatibility and attain a forward
compatibility in the ground segment components.

The structure of the paper is as follows. In Sect. 2, we
describe the detector structure used for monitoring GRBs,
including the mechanical configuration of the detector, the ana-
log and digital components of the electronics, the onboard digital
signal processing (DSP) scheme, and the structure of the data
streams provided by the DSP block as it is saved on board and
retrieved from the satellite. In Sect. 3, we give the core com-
ponents of the satellite platform, while in Sect. 4 we present
the currently implemented operations scheme, including data
formats used for downlink. We give the results from the commis-
sioning of this satellite in Sect. 5, while we give a brief summary
and plans about the future onboard payload software upgrade in
Sect. 6.

2. Detector structure

In this section, we summarize the design of the satellite main
payload (i.e., the scientific detector assembly) and the format of

1 http://www.amsatuk.me.uk/iaru/finished_detail.php?
serialnum=745

the data provided by (and downloaded from) the detector elec-
tronics. The details of the integration of the detector into the
satellite platform are described in Sect. 3.

2.1. Scintillator and MPPCs

As stated in Pál et al. (2020), the core of the detector design
is a thallium activated cesium-iodine crystal, having a size
of 75 × 75 × 5 mm. We applied an enhanced specular reflec-
tor (ESR) wrapping around the scintillator, with the exception
of a small area of the crystal where the multi-pixel photon
counters (MPPCs) or MPPC silicon photomultipliers (SiPMs)
are attached. A linear array of 2 × 4 S13360-3050PE MPPCs
is mounted on a 60 × 5 mm printed circuit board (PCB).
This assembly is then wrapped into a black Tedlar (DuPont
TCC15BL3) layer, which prevents stray light leaking from out-
side both to the detector crystal and the MPPC SiPMs. In
addition to the aluminum enclosure, we mounted a lead alloy
(PbSb3) shielding at the side of the detector assembly where
the MPPCs are located. The steps of the detector assembly are
displayed in the panels of Fig. 1.

2.2. Analog and digital electronics

The layout of detector electronics just prior to final integration
is exhibited in Fig. 2. To have a greater flexibility in the sys-
tem design, the analog frontend electronics are mounted on a
separate daughterboard. On this board the high-voltage reverse
bias supply is controlled via a digital–analog converter (DAC)
and provides an adjustable output voltage between 45 and 60 V.
Current flowing through the biased MPPCs is proportional to
the amount of light detected by the photon counters. After
being sensed with an appropriate resistor, the signal is driven
into the analog signal chain formed by a preamplifier and the
pulse-shaping circuitry. With the appropriately chosen resis-
tor–capacitor (RC) networks, the pulse is widened to have a
width that can be fully sampled by the analog–digital converter
(ADC) without distorting its characteristics (see Fig. 3 for more
details). Further components on the analog daughterboard are
an I2C separator for the DAC and an additional power supply
that provides the required voltage levels (±5 V) for the ampli-
fiers and the shaping circuitry (see also Torigoe et al. 2019 for
further details).

Data acquisition is controlled directly by a field-
programmable gate array (FPGA). The real-time processing
of the FPGA is ensured by an embedded system-on-a-chip
architecture, where both the interface logic toward the 12-bit
ADC and the communication lines toward the satellite are
attached to a soft microprocessor (soft CPU). This embedded
CPU allows high-level programming directly within the FPGA
and it is powerful enough to run a FreeRTOS-based operating
system at the same time. Communication interfaces connected
to the FPGA are a full-duplex universal asynchronous receiver-
transmitter (UART) and an inter-integrated circuit (I2C) bus; the
primary interface is provided by the UART line, while I2C is
used as a cold spare at the present implementation.

The main data acquisition mode supported by the FPGA is a
dual-channel histogram accumulator. The waveform of the ana-
log signal chain is continuously sampled with an 1.5µs period
(666kSPS rate) by the ADC attached to the FPGA. During the
detection of a burst of optical photons, the digital logic is trig-
gered and provides a number proportional to the energy of the
incident gamma photon. The counter associated with the appro-
priate bin in the active histogram is then increased by one. In
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Fig. 1. Structure of the detector shown as a series of photos from the
assembly procedure. Top: two scintillator crystals, flight model and
flight spare, wrapped in ESR foil (with the exception of the positions
for the MPPC arrays). Second: PCB with two multi-pixel photon counter
(MPPC by Hamamatsu) SiPM sensor arrays and thermometers. Third:
sensor array fixed onto the crystal. Fourth: one of the steps used to apply
the Tedlar wrapping as a light trap. Fifth: enclosure with the flex cables,
side view. Bottom: mounting the lead shielding at the side of the detec-
tor where the MPPC arrays are.

parallel with this accumulation, the passive histogram can be
read out and can also be reset after data are read. At the end of
the exposure the roles of the two histogram channels are swapped
within a single clock cycle, providing a 100% duty cycle for the
detector. In practice, the embedded block RAMs associated with

Unit #1

Unit #2

1

2

3
4

A

B

C

PC/104

Fig. 2. Payload components of the GRBAlpha nanosatellite. The num-
bers indicate the daughterboard containing the analog and mixed-signal
components for payload unit #2: 1 (red): adjustable high-voltage supply
for MPPC reverse biasing, shielded; 2 (blue): Preamplifier and sig-
nal shaping circuitry; 3 (green): analog-digital converter; 4 (magenta):
High-voltage control logic. The letters indicate the main PC/104 board
with the digital control and signal processing parts for payload unit #1:
A (cyan): microcontroller unit; B (lilac): FPGA configuration FRAM,
also used as a secondary staging area for firmware upgrades; C (yellow):
FPGA responsible for the interface between the mixed-signal compo-
nents on the daughterboard and the MCU. The PC/104 system bus
connector can be seen at the top right of the figure. This photo was
taken during the integration of the satellite when the scintillator block
was attached electrically to the daughterboards using the white-blue flex
cables.
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TO ADC
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Fig. 3. Block-level schematics of the analog signal chain between the
MPPC output and the ADC. This two-stage amplifier is formed by a
traditional charge sensitive amplifier with R1C1 = 3.3 ms decay constant
and an RC-CR shaping amplifier τ = 2.2µs.

both of these (otherwise identical) histograms are 32 bit wide
and have a depth of 256. This setup allows a high instrumen-
tal resolution for the energy spectra as well as long exposure
times without any integer overflow. On the other hand, the data
transfer rate between the FPGA and the main microcontroller
unit (MCU) allows exposure times as short as 20 ms even at the
highest spectral resolution.

In the current implementation, FPGA data acquisition cycles
are actively controlled by a MCU. This ARM Cortex-M0 MCU
core and the attached peripherals perform further processing and
time-tagging of the signal, providing a temporary storage area
before downlink and interfacing the detector system to the plat-
form components such as the onboard computer and the radio
transceivers.

Before starting routine operations (e.g., after power cycling)
the payload enters a bootloader state, and can only be started by
sending the appropriate telecommands. This setup, along with
the reconfiguration of the FPGA bitstream, allows us smooth and
safe system-level operations (as shown in Fig. 4). Moreover, the
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Table 1. Self-synchronizing variable-length coding employed in the scientific data streams of GRBAlpha onboard units, and also found in the
telemetry format.

Integer range Bytes Bit pattern Overlong range

0 . . . 63 1 00xxxxxx –
64 . . . 212 − 1 2 010xxxxx 1xxxxxxx 0 . . . 63
212 . . . 218 − 1 3 0110xxxx 1xxxxxxx 1xxxxxxx 0 . . . 212 − 1, 0 . . . 63
218 . . . 224 − 1 4 01110xxx 1xxxxxxx 1xxxxxxx 1xxxxxxx 0 . . . 218 − 1, 0 . . . 212 − 1, 0 . . . 63
224 . . . 230 − 1 5 011110xx 1xxxxxxx 1xxxxxxx 1xxxxxxx 1xxxxxxx 0 . . . 224 − 1, . . . , 0 . . . 63
Unused code points 1+ 011111xx [. . . ] –

Notes. Up to 30-bit integers are currently supported, which also allows integers up to 24-bit length to be encoded in the overlong range. However,
2 bits of code point space are still available for arbitrary future extensions in order to ensure forward compatibility.

MCU
boot

MCU
main

cold start

FPGA
reset

FPGA
done

FPGA
invalid

Fig. 4. System-level modes of operations of the GRBAlpha payload.
After the cold start, the microcontroller unit enters bootloader mode,
but is still able to fully access and control the data acquisition FPGA.
Once booted, regular measurements can instantly be started; however,
FPGA configuration is still possible at the same time if needed. This
setup allows the on-the-fly upgrade of both the MCU software and the
FPGA bitstream in a safe manner; both binary images can be uploaded
to the staging areas during routine operations. In the diagram, black
arrows are state transitions, red arrows denote state changes, while green
arrows imply state queries. Neither of the state transitions on the MCU
side nor the assertion of FPGA reset state is done automatically by the
system; it is only possible by telecommands. Therefore, boot loops are
not possible in this setup. If an invalid binary image is uploaded to the
MCU, a watchdog reset and/or power cycling will start it again in boot-
loader mode, allowing the detailed examination of the situation. In the
case of a failure in the FPGA bitstream upgrade, the FPGA enters to
invalid mode, continuously driving its “configuration done” output low.
This is detected by the MCU which can then put it back into reset state
for recovery.

system is capable of receiving upgraded firmware images dur-
ing routine operations including the cases when scientific data
acquisition is ongoing.

2.3. Data stream

The onboard storage and telemetry stream both employ a self-
synchronizing variable-length code. In addition to the byte
stream, the individual code points also form a self-synchronizing
pattern at the block level, allowing decoders to unambiguously
extract data even from smaller portions. This sequence is opti-
mized for storing spectral count rates with Poisson statistics and
finding weak signals above a small background.

The symbols (code points) encoded in the raw byte stream
are unsigned integers: the higher the integer number, the greater
the number of bytes used to store. On the other hand, this vari-
able length encoding allows the presence of overlong sequences;
within an overlong code small numbers are stored in more bytes

than the minimum number of bytes needed for storage. Table 1
summarizes the currently employed code space used by the pay-
load storage system and data streams, including the overlong
sequences. For instance, the number 42 is small enough to be
stored in one byte (0x2A), but it is allowed to be stored in two
bytes (0x40 0xAA), three bytes (0x60 0x80 0xAA), or more.
Such overlong characters represent block-level synchronization
patterns, and its code space also includes metadata about the
upcoming block. As listed in Table 1, a maximum of 30-bit
numbers are presently supported, but there still is a 2-bit wide
unused self-synchronization code point space for further exten-
sions if larger integers and/or other types of data are needed to
be transmitted. The rule of thumb is that one byte is needed to
store six bits of information, while data equivalent to eight bits
are interleaved for block-level synchronization. However, these
bits still encode further information regarding the type of the
following block (see Table 2 for the currently employed list of
synchronization blocks).

3. Satellite platform and system design

The mechanical construction of GRBAlpha follows the standards
defined by the CubeSat specifications. A 1 U form factor has a
dimension of 100× 100× 113.5 mm; however, lateral extensions
are permitted in the X± and Y± sides up to 6.5 mm (CubeSat
Design Specification 2022). The full GRBAlpha stack is exhib-
ited in Fig. 5 along with the reference frame also involved in the
detector modeling. The stack weights 1.2 kg in total and the total
amount of available power averaged over one orbit is 1 W.

The primary satellite components found in the 1U-sized
stack are connected using the de facto standard PC/104 connec-
tor system. This connector system distributes the power from the
switchable power supply and wires the three independent inter-
nal communication interfaces between the payload electronics,
onboard computer, global navigation satellite system (GNSS)
receiver, sensor board, radio transceivers, and the power supply.
While GRBAlpha is not equipped with an active attitude control
system, it has permanent magnets on board as well as patches
of magnetically soft material for passive attitude stabilization
and attitude information is obtained using MEMS gyroscopes,
magnetometers, and sun sensors at the same time.

Radio communication for data downlink incorporates a
Gaussian frequency-shift keying (GFSK) modulation with a
nominal baud rate of 9600 where individual radio packets (cor-
responding to one packet on the transport protocol layer) are
encapsulated within the High-level Data Link Control (HDLC)
framing, in accordance with the specifications defined by the
AX.25 link layer. Furthermore, a linear feedback shift register is
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Table 2. Data stream synchronization patterns and their respective interpretations for integers encoded in an overlong form.

Integer value or range Interpretation

2-byte overlong 3 . . . 31 consecutive zeros, number of zeros is the value (i.e., between 3 and 31)
2-byte overlong 32 . . . 39 spectrum, bin mode is the value minus 32 (i.e., between 0 and 7)
2-byte overlong 40 absolute timing, followed by 3 integers: seconds (upper 8 bits and lower 24 bits) and microseconds
2-byte overlong 41 relative timing, followed by a single integer (microseconds, w.r.t. the previous timestamp)
2-byte overlong 42 metadata & housekeeping data: index, exposure time in µs, total count, cutoff value, temperatures
2-byte overlong 42 . . . 47 reserved for future housekeeping information and metadata of satellite platform components
2-byte overlong 48 . . . 63 reserved for future synchronization patterns
3-byte overlong 32 . . . 255 consecutive zeros, number of zeros is the value (i.e., between 32 and 255)
4-byte overlong values unallocated code points, reserved for future use
5-byte overlong values unallocated code points, reserved for future use

Notes. All of the overlong code space can also be used for self-synchronization purposes. A portion of the code space is used to encode a longer
series of zeros (found in the high-resolution calibration spectra taken in low-background regions), precise absolute timestamps, precise differential
timestamps, housekeeping data, metadata associated with the data acquisition parameters, and other types of synchronization patterns.

Y+

Z+

X+

Fig. 5. Stack of GRBAlpha and the reference frame with respect to the
satellite. From top to bottom: chasing of the gamma detector, gamma
detector payload electronics (see also Fig. 2), onboard computer and
GNSS receiver, sensor board, power supply, radio transceivers, and
antenna deployer.

applied in addition to the HDLC stream with tap points defined
in accordance with the G3RUH packet radio modem design. This
is done to further whiten the GFSK radio signal, and to therefore
allow many 0 ↔ 1 transitions for asynchronous clock recovery.
Telemetry beacons are either HDLC frames or frames with addi-
tional headers defined by the AX.25 protocol. Telemetry beacons
are then automatically decoded and uploaded to the public dash-
board of GRBAlpha2, while HDLC frames are also diverted to
the console during interactive operations (see Sect. 4).

The uncontrolled rotation of GRBAlpha provides a nearly
homogeneous temperature distribution within the system. The
detector temperature (see Fig. 1, second picture) varies between
−5 and +15 ◦C, while the most exposed parts (e.g., the solar
panels) have a temperature between −20 and +25 ◦C.

4. Operations and data downlink

Using the currently available storage configurations, GRBAlpha
is operating in a semi-autonomous mode. Individual observing

2 https://dashboard.satnogs.org/d/iXL8Q0lGk/grbalpha

runs are configured and queued manually during satellite con-
tacts, while data retrieval is either controlled interactively or files
(and/or file fragments) are scheduled for further drops above des-
ignated stations. The interactive control uses simplex stations;
telecommanding is performed via an uplink station in Bankov,
near Košice, Slovakia, while telemetry packets are received and
forwarded to the console from two receiver stations located at the
Piszkéstető Observatory3,4, Hungary, and in Jablonec5, Slovakia.
Simplex stations eliminate the need of RF power-switching cir-
cuitry, greatly simplifying the station design, while two receiver
stations provide nearly 100% packet decoding during interactive
sessions, compensating for the transmission fading caused by the
onboard dipole antenna. During routine operations, the net scien-
tific data downlink daily rate is around ∼200 kB; however, with
proper selection of data drops, this daily data volume could go as
high as ∼1 MB while still maintaining a positive power balance.

4.1. Onboard storage

GRBAlpha implements two independent forms of onboard data
storage schemes. First, the onboard computer allows the storage
of arbitrary but small data chunks in a structure known as the
DataKeeper (DK). DK is capable of storing chunks received by
any node on the satellite, including itself (for collecting platform-
specific housekeeping data) and the payload nodes. DK has been
designed to work in conjunction with packet radio-based down-
link, and the size of the fragments is adjusted in accordance with
the maximum individual radio packet size. However, DK relies
on the data link layer between the satellite and the ground sta-
tion(s) during retrieval, and therefore packets that are lost during
the transfer need to be requested again if the assembly was not
successful. This scheme allows simple operations; however, an
excessive number of transactions are needed to compensate for
the intrinsic data loss.

In addition to DK, both nodes of the GRB payload units
have their own data storage devices, allowing independent (and
optionally redundant) data handling. The payload firmware allo-
cates a filesystem distributed along its storage devices; data,
including routine measurements, can also be stored in sepa-
rate files, and during downlink files can be downloaded, either
fully or partially. This last option is the preferred one during the

3 https://network.satnogs.org/stations/2380/
4 https://ccdsh.konkoly.hu/wiki/SatNOGS_station_2380
5 https://network.satnogs.org/stations/2138/
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Fig. 6. Scientific data flow within the GRBAlpha payload and platform
components. Black arrows show the direction of the signal path orig-
inating from the MPPCs attached to the detector. The signal streams
processed by the MCU are then being routed into various directions,
depending on the currently running data acquisition configuration.
Red arrows represent DataKeeper packets while blue arrows repre-
sents individual files that are retrieved either directly as file fragments
or scrambled for forward error correction. File fragments can also be
transferred to DK for employing the DK-based retrieval. Green arrows
represent the copying functionality between the two payload nodes.
This functionality allows both scientific data transfer between the two
nodes (currently only for redundancy at block level) and aiding firmware
upgrade by cloning either the main program binary image or the FPGA
bitstream image if needed.

extraction of individual GRB events (detected by other missions)
where the trigger time is known. The total amount of onboard
storage capacity is 2 MB for the DK, while it is 2 × (2 + 64) MB
for the GRB payload units. The data storage scheme is displayed
in Fig. 6.

4.2. Data downlink

Files storing scientific or auxiliary data are saved in the onboard
file system of the payload units. Files are then transferred to
ground either via the DataKeeper area of the onboard computer
or directly via the radio module. Commonly, these individual
files or even portions of these files containing relevant scien-
tific information (e.g., a few dozen minutes of recording before
and after a gamma-ray burst) are too large to fit into a sin-
gle AX.25 radio packet. In this case, the file F is fragmented
into smaller chunks (i.e., F = { f0, f1, . . . , fn−1}, where n is the
total number of chunks). These chunks are, in practice, set to
k = 128 bytes, so n = ⌊(S F + k − 1)/k⌋ where S F is the size of
file F in bytes. Expecting no data loss (or when these file frag-
ments are transferred to DK), the fragments fi are transferred
sequentially without any further processing.

Due to the checksum field embedded in the radio packets, a
single packet is either received completely or fully discarded.
Therefore, any type of packet radio forward error correction
(FEC) should be implemented at a higher level. In order to
add such a FEC code at the packet level, the individual frag-
ments are scrambled and converted via a partial Vandermonde
transformation over the Galois field GF

(
232
)
. In our practice, a

file fragment fi is partitioned into a series of 32-bit unsigned
integers (i.e., fi =

{
f (0)
i , . . . , f (ℓ)

i , . . . , f (L−1)
i

}
, where ℓ runs from

ℓ = 0 to L − 1 = 31 for a 128-byte long fragment). A packet
gi =
{
g(0)

i , . . . , g
(L−1)
i

}
sent to the ground is then computed as

g(ℓ)
i =

R−1∑

j=0

K j
i · f (ℓ)

i+ j, (1)

where R is the length defining the partial Vandermonde transfor-
mation and Ki is a key associated with this scrambled packet
gi. The multiplication involved in the computation of K j and
during the evaluation of K j · f (ℓ)

i+ j is defined over the finite field

GF
(
232
)
, and therefore it cannot be implemented as a single

binary multiply operation. If R = 1, Eq. (1) yields no additional
scrambling, and it is equivalent to the sequential file transfer
since K j

i = K0
i = 1 for all possible values of Ki ∈ GF

(
232
)
. On

the other hand, if R = n and Ki = i, this equation is equivalent to
a multiplication of the input vector with the Vandermonde matrix
Vi j = K j

i = i j, providing full redundancy during the transfer;
receiving n packets in any combination will allow the receiver to
assemble the original file. However, letting R be as big as n, the
computation of Eq. (1) requires too much computing power; in
the practice of GRBAlpha operations we use R = n transfers only
for files containing calibration spectra required to characterize
detector degradation when the sizes of these files are on the order
of a few kilobytes (and not hundreds of kilobytes or megabytes).
During a download request, the GRBAlpha payload firmware
is also capable of creating a randomized series of i indices in
order to further scramble the file transfer. Upon reception of the
g(ℓ)

i fragments, it is both necessary and sufficient to include the
length R, the key Ki, the fragment offset index i, and the total
number of fragments n (or, equivalently, the file size) within the
same telemetry packet. The net size of the fragment, L is sim-
ply taken from the packet size. We found this feature important
due to the uncontrolled rotation of the satellite. Specifically, by
employing a single receiver station, the transmission could fade
as long as five to ten seconds with a period of a few minutes.
In this case, adjacent fragments are completely missing from
the stream even from comparatively large values of R, and this
scenario would make the inversion of the partial Vandermonde
matrix impossible.

For example, such a file download can be seen in
the SatNOGS observation 71341886, where (due to fading)
∼840 packets were retrieved out of the nearly ∼1000 packets
transmitted; however, the above-mentioned scrambling and par-
tial Vandermonde transformation with the length parameter of
R = 8 was sufficient to easily recover the n = 600 fragments.
In practice, even a smaller overhead is sufficient for downlink;
our experience from many hundreds of such downloads is that
the minimum additional redundancy needed is around ∼15%,
which accounts both for the packet loss due to transmission
fading and for the reception of fragments that are not linearly
independent over GF

(
232
)
. This level of redundancy is equiv-

alent to the overhead of an RS(255, 223) Reed-Solomon code.
For reference, we give an implementation of the this fragment
unpacking, FEC assembly, and scientific data decoding on the
project’s website7. Raw packets retrieved are converted into an
intermediate JSON (JavaScript Object Notation) representation
(grbalpha-downlink.sh), which is then assembled using the
FEC method described above (asmgetf), and then the assem-
bled scientific streams are decoded into a standardized format
(daq-decode.sh).

4.3. Data products

By implementing the process of retrieval described in Sect. 4.2,
data are available to the community in the format of a JSON rep-
resentation similar to the listing displayed in Fig. 7. The count
spectra in JSON files are also converted to FITS8 files follow-
ing the OGIP FITS Standards, which can be used by common

6 https://network.satnogs.org/observations/7134188/
7 https://grbalpha.konkoly.hu/static/utils/
8 https://fits.gsfc.nasa.gov/
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000054a0: 83 40 a9 71 f4 91 f6 40 a4 40 83 44 cd 41 d4 40 c6 25 34 40 de 41 a0 40 e4 1c 06 40 83 40 a8 40
000054c0: e3 72 8b 94 9d 70 9d ce c4 40 aa 00 71 f4 92 80 60 cb a0 36 44 ca 44 c1 44 8e 40 a4 40 83 43 c8
000054e0: 41 bf 40 dc 33 36 40 ed 41 9c 40 eb 23 06 01 00 00 40 a9 71 f4 92 93 40 a4 40 83 43 a5 41 cd 40
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
00005980: a4 40 83 60 ef 94 60 f7 8a 60 bd 9c 5f d2 50 f0 49 95 45 e3 43 db 42 cb 41 ef 41 b1 41 94 40 fa
000059a0: 40 a9 71 f4 92 82 40 a4 40 83 60 c8 b5 60 c7 c8 5f ce 4e d1 47 aa 44 bd 42 f3 42 86 41 aa 41 83
000059c0: 40 c7 35 18 40 a9 71 f4 91 ff 40 a4 40 83 60 b8 f6 60 b1 9d 53 fc 48 f6 44 fb 42 e0 41 f7 41 8e
000059e0: 40 f8 40 c5 27 11 05 40 a9 71 f4 91 ff 40 a4 40 83 60 bf f1 60 b2 d1 54 e0 49 81 44 c7 42 cb 41
00005a00: dd 40 ff 40 fc 40 d1 22 0f 01 40 a9 71 f4 91 fd 40 a4 40 83 61 80 d7 61 81 d4 60 c2 bf 60 a1 df
00005a20: 53 87 4b d7 46 fe 44 f6 43 d6 42 ca 41 fa 42 93 41 fa 40 a9 71 f4 92 80 40 a4 40 83 61 98 e0 61
00005a40: b1 e2 60 f1 c7 60 c6 b3 60 ac e3 5d f3 53 fe 4e 93 4a af 48 af 46 e1 47 a9 47 c1 40 a9 71 f4 92
00005a60: 83 40 a4 40 83 61 90 95 61 a3 93 60 e8 a9 60 c1 f5 60 aa 9c 5b cd 52 eb 4d cd 4a b1 48 a7 46 e5
00005a80: 47 e4 47 d7 40 a9 71 f4 92 82 40 a4 40 83 60 d8 e3 60 d9 cc 60 ad 86 57 b6 4c e3 47 cd 44 d1 43
00005aa0: 9a 42 c1 41 d5 41 ab 41 98 40 da 40 a9 71 f4 91 ff 40 a4 40 83 5e cb 60 a0 c4 4e ae 46 de 44 9a
00005ac0: 42 da 42 9b 41 e0 41 b0 40 d5 22 0f 01 40 a9 71 f4 91 ff 40 a4 40 83 56 c9 57 be 4a bc 45 94 42
00005ae0: fb 42 95 41 e6 41 c1 41 82 3f 0d 03 00 40 a9 71 f4 91 ff 40 a4 40 83 56 89 56 d4 49 f0 44 e0 42

 { "type": "timing", "time": 1665321501.485188, "utc": "2022-10-09Z13:18:21.485188" }
 { "type": "meta", "cycle_count": 0, "exptime": 4.00, "count": 9632, "cutoff": 54, "temperatures": [ 18.31, 18.03, 16.44 ] }
 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,456,191,92,51,54,109,156,107,35,6,1,0,0 ] }
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
{ "type": "timing", "time": 1665321661.485200, "utc": "2022-10-09Z13:21:01.485200" }

 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,9269,9160,4046,1873,938,573,371,262,170,131,71,53,24 ] }
 { "type": "timing", "time": 1665321665.485199, "utc": "2022-10-09Z13:21:05.485199" }
 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,7286,6301,2556,1142,635,352,247,142,120,69,39,17,5 ] }
 { "type": "timing", "time": 1665321669.485198, "utc": "2022-10-09Z13:21:09.485198" }
 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,8177,6481,2656,1153,583,331,221,127,124,81,34,15,1 ] }
 { "type": "timing", "time": 1665321673.485195, "utc": "2022-10-09Z13:21:13.485195" }
 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,16471,16596,8511,4319,2439,1495,894,630,470,330,250,275,250 ] }
 { "type": "timing", "time": 1665321677.485195, "utc": "2022-10-09Z13:21:17.485195" }
 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,19552,22754,14535,9011,5731,3827,2558,1811,1327,1071,865,937,961 ] }
 { "type": "timing", "time": 1665321681.485198, "utc": "2022-10-09Z13:21:21.485198" }
 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,18453,20883,13353,8437,5404,3533,2411,1741,1329,1063,869,996,983 ] }
 { "type": "timing", "time": 1665321685.485200, "utc": "2022-10-09Z13:21:25.485200" }
 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,11363,11468,5766,2998,1635,973,593,410,321,213,171,152,90 ] }
 { "type": "timing", "time": 1665321689.485199, "utc": "2022-10-09Z13:21:29.485199" }
 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,3915,4164,1838,862,538,346,283,224,176,85,34,15,1 ] }
 { "type": "timing", "time": 1665321693.485198, "utc": "2022-10-09Z13:21:33.485198" }
 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,2889,3006,1340,660,379,277,230,193,130,63,13,3,0 ] }
 { "type": "timing", "time": 1665321697.485197, "utc": "2022-10-09Z13:21:37.485197" }
 { "type": "spectrum", "bin_mode": 4,  "data": [ 0,0,0,2825,2900,1264,608, null ] } 

Fig. 7. Scientific telemetry streams from GRBAlpha in raw format
(upper panel) and decoded format (lower panel, displayed in the form
of hierarchical JSON objects and arrays). The corresponding blocks
are highlighted accordingly: absolute time instances are highlighted
in green, relative time synchronization values are highlighted in blue,
data acquisition metadata and housekeeping blocks are purple, spectral
measurements are yellow and light gray. Bytes that are out of stream-
level synchronization are highlighted with dark red while blocks are out
of block-level synchronization are highlighted with orange. The trail-
ing byte is also highlighted as red, denoting a stray byte (however,
the full block can also be partially decoded, as it is clear from the
JSON form). The data displayed correspond to the second peak of the
GRB 221009A event, see also the respective timestamps. Note also that
relative timestamps are converted to absolute time instances during the
decoding.

spectral analysis tools such as the X-ray spectral fitting pack-
age XSPEC9 (Arnaud 1996). Current and typical data acquisition
modes include a 1 s cadence with 4 or 16 energy channels and
calibration cycles that are run for 5 × 60 s with full resolution
of 256 channels. Within this representation, one JSON record
includes the photon counts for each energy bin, and the precise
timestamps and settings related to binning are also interleaved.
Other settings for the data acquisition, including exposure times,
cutoff value settings (for excluding the pedestal before binning),
and detector housekeeping data, are interleaved with distinc-
tive JSON object-type fields. Due to the extensible nature of
the JSON objects, planned data acquisition modes (e.g., paral-
lel retrieval of data streams, and long exposure and high spectral
resolution combined with short cadence and low resolution) can
easily be inserted while still being compatible with the current
data structure.

5. Commissioning and early scientific results

Along with a few dozen CubeSat-class missions and larger satel-
lites, GRBAlpha was launched on 22 March 2021 via the support
of GK Launch Services. During commissioning, we performed
all of the relevant platform-side tests of the satellite components
and uploaded a revised payload firmware that was developed

9 https://heasarc.gsfc.nasa.gov/xanadu/xspec/

between the satellite integration and the launch. Following the
commissioning phase and the modelling of the detector effec-
tive area at various energy ranges (Fig. 8), the satellite started
to perform dedicated background monitoring observations. The
background level in the form of total counts per second as mea-
sured throughout the orbits of GRBAlpha is displayed in Fig. 9.
Based on these results, the fraction of time when the satellite is
able to detect an average GRB with at least a 5σ significance
is ∼67%. This is the duty cycle on a 550 km polar orbit and at
lower altitudes and smaller inclinations the observing efficiency
is expected to be higher. As a representative example, the light
curve related to the exceptionally bright event of GRB 230307A
is displayed in Fig. 10. The background-subtracted version of this
light curve is shown in Dafcikova et al. (2023).

While the initial low-energy threshold of the detectors was
in the range of 30 keV after launch, the degradation of the
Hamamatsu MPPCs remains at an acceptable level, resulting
in a low-energy threshold degradation to 60–70 keV after two
years of in-orbit operations. A detailed evaluation of the SiPM
detector degradation will be a subject of a forthcoming paper
(Takahashi et al., in prep.). In addition, we plan to perform fur-
ther in-orbit adjustments of the bias voltage settings to optimize
the performance at lower energies.

If the satellite is operated continuously, the detection rate
is approximately one transient every five days. The number of
detected long GRBs is, at the time of writing, significantly higher
than the number of short GRBs, which might be the result of
the relatively long time bins. The initial length of time bins was
four seconds, which was recently changed to one second. Fur-
ther shortening of the employed bins is expected to increase the
detection rate of short GRBs.

6. Summary and future upgrade plans

Since its launch and at the time of writing, GRBAlpha has
detected and characterized 23 confirmed GRBs, nine solar flares,
two soft gamma repeaters (SGRs), and one X-ray binary out-
burst, including prominent events like GRB 221009A10. In order
to further increase and extend the scientific yield, we are plan-
ning to continue to tune and optimize the onboard software stack
of the system. One of our most important short-term upgrade
plans related to the payload software is the inclusion of an
onboard trigger system, which would allow autonomous detec-
tion of gamma-ray transients by real-time monitoring of the
observed count rate. The triggering system would allow indepen-
dent detection of GRBs and other events without the knowledge
of the detection by other missions. Due to the availability of a
GNSS receiver, we also plan to connect the GNSS output sig-
nals directly to the payload FPGA (Pál et al. 2018) in order
to achieve a timing accuracy comparable to the onboard oscil-
lator timing resolution. While an active attitude control is not
essential for such a detector type on a small (i.e., transparent)
satellite, the knowledge of the attitude is important for the proper
interpretation of scientific data. GRBAlpha has on board magne-
tometers and sun sensors; however, further upgrades are required
in order to interleave their corresponding data within the sci-
entific stream. Some of the free code points (see Table 2) are
reserved for this purpose. For further missions of similar needs,
we developed a procedure involving thermal imaging sensors
(Kapás et al. 2021; Takátsy et al. 2022), which is also prepared
for in-orbit demonstration (on board a picosatellite platform, see

10 The list of all GRBAlpha detected transients is available at https:
//monoceros.physics.muni.cz/hea/GRBAlpha/
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Fig. 8. Expected effective detector area with respect to the direction of the incident gamma radiation for various energy ranges: 40–110 keV (top
left panel), 110–370 keV (top right panel), 370–630 keV (bottom left panel) and 630–890 keV (bottom right panel). These ϑ (zenith angle, vertical)
and φ (azimuth angle, horizontal) plots are displayed in the reference frame of the satellite where Z+ axis (i.e., the face of the detector) is equivalent
to the ϑ = 180◦ angle at the top pole of spherical plots (see also Fig. 5). It is clear that at lower energies, the satellite itself has a transparency
around 60–70% while at higher energies it is almost transparent and the structure of the plots is dominated by the geometric cross section of the
scintillator crystal.

Fig. 9. Particle background, extra-galactic X-ray, and secondary
(albedo) X-ray background radiation as measured by the detector system
of GRBAlpha. The data plotted here were acquired during the commis-
sioning phase and contain nearly two days of continuous measurements
along the orbit of GRBAlpha. The northern and southern polar regions
and the South Atlantic Anomaly are clearly visible with the ele-
vated background levels. Otherwise, the background level is around
100 counts s−1 in the full spectral range. On this map an equal-area Moll-
weide geographical projection is used where the prime meridian and the
equator cross the center.

Nanosats Database 2022) and scheduled for launch in June 2023.
We also plan to extend the radio telemetry beacons with scien-
tific information in parallel with the extension of FEC within

the AX.25 frame itself (and not in addition to AX.25, as in
the case of FX.25). These extensions will be reduced to special
code patterns (like the Manchester code) due to the presence of
bit-stuffing in the HDLC framing.

Other nanosatellites that have been developed to detect
GRBs and are expected to be launched in the near future
include the Educational Irish Research Satellite 1 (EIRSAT-1),
which will carry a gamma-ray module (GMOD) that uses SensL
B-series SiPM detectors and a CeBr scintillator (Murphy et al.
2021, 2022). A larger and more ambitious nanosatellite mission
is NASA’s BurstCube, a 6U CubeSat carrying a GRB detector
made of four CsI scintillators, each with an effective area of
90 cm2 (Racusin et al. 2017). Planned nanosatellite constella-
tions include HERMES, which will initially consist of a fleet
of 6 3U CubeSats on a low-Earth equatorial orbit. Their detec-
tor will use silicon drift detectors to detect both the X-rays from
the sky and the optical photons produced in the GAGG scintil-
lator crystals by gamma-rays (Fiore et al. 2020). The Chinese
student-led Gamma-Ray Integrated Detectors (GRID) consists
of GRB detectors as secondary payloads on larger 6U Cube-
Sats. Six satellites with eight GRID detectors in total have been
launched so far, and the plan is to fly the GRB detectors on
an additional one to two dozen CubeSats (Wen et al. 2019).
One of the most advantageous properties of the employment
of a network of satellites is the availability of full-sky cover-
age, while exhibiting functional redundancy at the same time.
The cumulative area can be much larger for a constellation than
for an individual satellite. In addition, even simple geometric
constraints (e.g., whether the event is being obscured by Earth)
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Fig. 10. Light curve observed by and retrieved from GRBAlpha related to the event of GRB 230307A. The trigger is shown with the vertical
dashed red line. The total retrieved time span was a complete orbit in this case; therefore, the South Atlantic Anomaly (SAA) and four passages
through polar belts are clearly visible (i.e., leaving SAA, entering and leaving the northern and southern polar rings). This prominent event has a
comparable amplitude to the increased background level at the polar regions.

and attitude information (e.g., proper compilation of amplitude
ratios from distinct detectors being on the same or a differ-
ent spacecraft) can help the instantaneous localization with the
same hardware configuration being tested on GRBAlpha now.
Moreover, a timing-based localization is also feasible for such
systems, exploiting proper synchronization (Pál et al. 2018; Ohno
et al. 2020; Thomas et al. 2023). GRBAlpha itself is a precur-
sor to the CAMELOT constellation. We envision it to contain
at least ten 3U CubeSats, each with a geometric detection area
eight times larger than that of GRBAlpha (see Werner et al. 2018;
Mészáros et al. 2022).
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